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ABSTRACT

In the realm of e-commerce search, the significance of semantic
matching cannot be overstated, as it directly impacts both user
experience and company revenue. Query rewriting serves as an
important technique to bridge semantic gaps inherent in the seman-
tic matching process. However, existing query rewriting methods
often struggle to effectively optimize long-tail queries and allevi-
ate the phenomenon of “few-recall” caused by semantic gap. In
this paper, we present BEQUE, a comprehensive framework that
Bridges the sEmantic gap for long-tail QUEries. BEQUE comprises
three stages: multi-instruction supervised fine tuning (SFT), offline
feedback, and objective alignment. Specifically, we first construct
a rewriting dataset based on rejection sampling, and mix it with
multiple auxiliary tasks data to fine tune our large language model
(LLM) in a supervised fashion during the first stage. Subsequently,
with the well-trained LLM, we employ beam search to generate
multiple candidate rewrites, which would be fed into Taobao offline
system to simulate the retrieval process and obtain the partial order.
Leveraging the partial order of candidate rewrites, we introduce a
contrastive learning method to highlight the distinctions between
rewrites and align the model with the Taobao online objectives.
Offline experiments prove the effectiveness of our method in en-
hancing retrieval performance. Online A/B tests reveal that our
method can significantly boost gross merchandise volume (GMV),
number of transaction (#Trans) and unique visitor (UV) for long-tail
queries. BEQUE has been deployed on Taobao, one of most popular
online shopping platforms in China, since October 2023.
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1 INTRODUCTION

Over the past several decades, the growth of e-commerce has
been exceptionally rapid. Leading e-commerce companies such
as Taobao, JD and Amazon have amassed hundreds of millions
of users, generating billions of gross merchandise volume (GMV)
annually. To facilitate the quick retrieval of related products for
these users, a well-established search paradigm has been proposed.
As illustrated in Figure 1, this paradigm involves several steps,
including “semantic understanding - retrieval - rank”. Semantic un-
derstanding serves as the foundation of the entire system, ensuring
accurate matching of user intent. However, due to the variations
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in how users express their preferences for products, a semantic
gap often exists between their queries and the product keywords.
This issue becomes even more pronounced with long-tail queries,
where the retrieval system may fail to provide any relevant prod-
ucts, significantly compromising the user’s shopping experience.
For instance, when a user intends to search for a “DIY blind box”, the
query might inadvertently deviate to “self-building blind box” due
to users’ expression habits, which prevents term matching methods
such as inverted index to match the semantic of “DIY” and non-
customary term “self-building”. Therefore, optimizing the semantic
gap for long-tail queries and addressing the problem of “few-recall”
in e-commerce platform pose a significant necessity.

To address this problem, certain approaches[12, 18, 31, 39] have
introduced the ‘embedding-based retrieval” paradigm within the
process of semantic matching. In these approaches, the query and
product are initially mapped to a common semantic space. Subse-
quently, the approximate nearest neighbor (ANN) is employed to
retrieve the K most related products to the query. These methods
demonstrate an efficient ability to identify a set of related products
for each query, irrespective of the presence or absence of such a set.
Nevertheless, it is worth noting that the retrieval outcomes obtained
from these approaches are challenging to interpret and often give
rise to suboptimal scenarios that cannot be improved. To enhance
the controllability of retrieval outcomes, a group of researchers
has employed the “query rewriting - exact match” paradigm. In
certain research works[17, 40], query rewriting is regarded as a
retrieval process aimed at finding similar rewrites from a document
or query reformulation set. These rewrites are subsequently utilized
to search for relevant products using sparse retrieval. Although
this approach effectively expands the semantic of hot queries, it
is not adequately optimized for long-tail queries, often leading to
situations where no related rewrite can be generated. To tackle
this issue, generative-based query rewriting methods[23, 34] have
been proposed, which involve supervised training on query pair
data to empower the model with rewriting capabilities. Further-
more, a alignment process[1, 21] is incorporated to enhance metric
preference of the generation model. While these methods partially
address the semantic gap problem, they typically rely on small
generative models with limited comprehension of long-tail queries.
Furthermore, the design of rewards in these methods does not fully
consider the challenges associated with long-tail queries retrieval.
Consequently, the rewriting capability of these methods is signifi-
cantly constrained. Other approaches[2, 14, 32, 33] utilize LLMs as
backbones and aim to enhance the semantic understanding by gen-
erating pseudo documents. However, these methods lack specific
training for rewriting and do not undergo an learning process to
align with the goals of e-commerce search.

In this paper, we propose BEQUE, a framework for long-tail
query rewriting. The framework consists of three stages: multi-
instruction supervised fine-tuning (SFT), offline system feedback,
and objective alignment. In the first stage, we utilize the rejec-
tion sampling to collect <query, rewrite> pairs with desired quality
distribution. We combine these <query, rewrite> pairs with data
from quality classification, product title prediction and chain of
thought (CoT) tasks to construct the multi-instruction rewriting
dataset for fine-tuning our LLM. Next, with the well-trained LLM,
we employ beam search to generate multiple candidate rewrites for
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each query. These candidate rewrites are fed into the Taobao offline
system to retrieve a collection of related products. We calculate the
quality score of retrieved products for rewrites and use them as re-
wards for candidates ranking. To highlight the differences between
the candidate rewrites and maximize the probability of generating
rewrites with high rankings, we introduce a Bradley-Terry based
contrastive learning method that considers the partial order among
the candidate rewrites. Ultimately, the model training objective is
aligned with the online goal of the Taobao search, ensuring that
the generated rewrites yield the desired search results.
The main contributions of this work are listed as follows:

e We have analyzed long-tail query in e-commerce search and
identified the semantic gap problem associated with such
queries.

e We propose a three-stage framework called BEQUE to ad-
dress the issue of semantic gap in long-tail queries. This
framework is designed to generate rewrites that align with
the objectives of Taobao search.

o The effectiveness of our model is demonstrated through
both offline and online experiments, showcasing its ability
to significantly improve e-commerce revenue.

2 RELATED WORKS
2.1 Query Rewriting

Query rewriting, also known as query expansion or query reformu-
lation, plays a pivotal role in e-commerce search technology and
has a profound impact on the user’s shopping experience and the
revenue of e-commerce platforms. This technique can be broadly
categorized into discriminative and generative methods.
Discriminative methods treat query rewriting as a retrieval
process that expand the semantics of the original query by selecting
appropriate terms from the candidate set. For example, pseudo-
relevance [6, 28, 35] selects the top k documents from the initial
retrieval as semantic extensions. These approaches, however, of-
ten pose challenges in effectively controlling the semantic scope
and ensuring retrieval relevance. To address these challenges, one
potential solution is to utilize a well-built thesaurus [5, 20] as a
candidate rewrite set. However, it is important to note that the
effectiveness of these methods highly depends on the quality of
the thesaurus. Inadequate quality may result in query semantic
drift, where the intended meaning of the query is compromised.
Furthermore, alternative approaches [3, 8, 17, 19] involve generat-
ing candidate rewrites based on search logs, incorporating similar
terms from users’ search history as extensions. Unfortunately, due
to the Matthew effect, search logs naturally exhibit a bias towards
popular queries. Consequently, the training data collected through
this approach may not meet the optimization requirements for
long-tail queries, which are less frequently searched for.
Generative methods [15, 23, 26, 34] treat the rewriting task as
a generative process, where candidate terms for the original query
are produced by a transformer-like model. Furthmore, some meth-
ods [1, 21] incorporate reinforcement learning or contrastive learn-
ing to match human preferences or offline metrics. These methods
have the ability to generate related rewrites for each query. How-
ever, they usually employ a model with limited number of parame-
ters, which are prone to processing long-tail queries due to it pool
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capability of semantic understanding. In addition, the rewrites they
generate are often inconsistent with the optimization goals of the
actual search engine. LLM-based rewriting methods [2, 14, 32, 33]
provide a deeper understanding and can generate appropriate ex-
pansion for long-tail queries. Nevertheless they usually lack ad-hoc
training on fine-tuning and goal alignment, which may introduce
illusions and noise to the original query.

2.2 Preference Alignment

In recent years, with the increase in number of parameters, lan-
guage models [10, 22, 30, 36] have demonstrated incredible semantic
understanding and zero-shot capabilities on one hand. On the other
hand, they have also faced the challenges of model hallucinations
and ethical issues. These models can fabricate facts and mislead
users by leveraging their extensive background knowledge. To align
the model’s outputs with human morals and preferences, reinforce-
ment learning (RL) [7, 27] have introduced to force the model to
learn the partial order among different outputs. OpenAl made a
groundbreaking application [22] of RL to the training process of
large language models, specifically with ChatGPT, which received
tremendous attention. LLamaz2 [30] designed a multi-objective re-
ward function that not only ensures the safety of model outputs
but also enhances their helpfulness. Unfortunately, these methods
often rely on complex training processes and are difficult to tune
due to the abundance of hyperparameters. Therefore, rejection
sampling-like methods [4, 9] have been proposed, which continue
training the model by collecting outputs with high rewards from
the previous rounds to align with human preferences. Moreover,
contrastive learning methods [24, 25, 37] directly rank the outputs
based on their rewards and utilize ranking loss to adjust the out-
put probabilities, explicitly learning the partial order of outputs.
Inspired by these methods, we combine them with our designed
taobao metric to align with taobao’s online objectives.

3 METHOD

3.1 Framework Overview

Long-tail query rewriting aims to expand the original query seman-
tics to address the problem of semantic gap while ensuring rele-
vance. To this end, as shown in Figure 2, we propose a three-stage
rewriting framework, which consists of: multi-instructions super-
vised fine-tuning (SFT), offline feedback and objective alignment. 1)
First, with rejeciton sampling, we constructed a multi-instructions
SFT dataset based on online logs that focuses on rewriting tasks,
mixed with quality classification tasks, query correction and chain
of thought (CoT) to train rewriting-specific LLMs. 2) After that, we
use the well-trained LLM obtained in the first stage to generate
multiple candidate rewrites for each sampled query. In order to
obtain the partial order of these candidate rewrites, we construct a
taobao offline system to obtain search results for these rewrites. The
quality scores of the search results are used to rank the candidates.
3) Based on the partial order of candidate rewrites, we calibrate the
generation probability of these rewrites using Bradley-Terry based
contrastive learning to maximize the probability of rewrites that
can obtain the desired search results.
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3.2 Multi-instruction SFT

Given that no publicly available LLMs are specifically designed for
e-commerce query rewriting, direct utilization of these models to
address the long-tail query semantic gap issue is likely to introduce
inaccuracies and noise. Consequently, we have embarked on an
approach wherein we gather various rewriting-related tasks to fine
tune LLMs, enhancing their ability to comprehend and rewrite
e-commerce queries effectively.

Query Rewriting Dataset: we initially source rewrites from Taobao
previous-generation rewriting policy. This process yields the ini-
tial rewriting dataset. Specifically, when a user initiates a query x
in Taobao search, old rewriting policy generates a list of rewrites
queries Y = {y1,y2, - - - , yn }. From this list, we select the top-ranked
y; as the gold standard candidate to include in our initial rewriting
dataset O represented as:

D= { (x',y’)‘l_:1 such that x* ~ p(x),y" ~ 7014 (y | x=x', Gold)}
(1)

where p(x) denotes the query distribution in Taobao search engine,
To1d and 8,14 is the previous-generation rewriting policy of Taobao
and it’s parameters.

It’s important to highlight that e-commerce query rewriting
differs from other text generation tasks. In this context, semantic
similarity between query and rewrite does not necessarily guaran-
tee retrieval of similar sets of products. What we aim to achieve is
a high relevance between the products retrieved by rewrite y and
the original query x. To attain this, we apply a relevance filter to
D through rejection sampling:

.\ |IN» L L
D, = {(x’,y’)|. ) such that x*,y* € D, rele(x",y") > Trele},
i=
(2)

where rele(+) and r"¢/¢ denote the relevance method and its thresh-
old of <query, rewrite> pair. The detail of the function rele(-) is
discussed in the Section 3.3

Furthermore, Taobao’s previous-generation of rewriting models
primarily lacks optimization for long-tail queries. As we work on
the new generation of rewriting models, our goal is to maintain the
relevance of retrievals while expanding the semantics. This expan-
sion is aimed at alleviating the issue of long-tail queries leading
to “few-recall” results. As a result, we utilize rejection sampling
once again to filter D, by considering the retrieval increment. Ad-
ditionally, we include the most recent interacted product title of x
as supplementary information to better address long-tail queries:

ey Nope
‘Z)SflL = {(concat(xl,(gx), yl)|i:1f (3)

such that x', yi € Dy, incr(x’, yi) > ri""},

where, Ey is the interacted product title list of query x, incr(-)
and 7T denote the increment method and its threshold of query-
rewrite pair, respectively. The detail of the function incr(-) is dis-
cussed in the Section 3.3.

Auxiliary Task Datasets: In order to further enhance LLMs’ abil-
ity to comprehend long-tail queries, we have gathered three high-
related task datasets in the context of query rewriting. These tasks
encompass quality classification, product title prediction, and CoT.
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Figure 2: Framework of BEQUE.

1) For the quality classification task, our approach began with the
extraction of query pairs from online logs. These query pairs were
then subjected to human annotation to determine if they met the
data requirements specified for SFT. 2) For the product title pre-
diction task, we chose the most recent interacted product under
the query as the reference, forming <query, product title> pairs. 3)
As for the CoT task, we employed the original online queries to
construct prompts for human evaluators. It’s noteworthy that these
evaluators were not only tasked with providing query rewrites
aimed at improving the quality of query retrieval but were also
expected to articulate their thought processes, explaining the ra-
tionale behind their specific revisions. The details prompt design
for above auxiliary tasks are shown in Table 1. These datasets were
subsequently incorporated into the rewriting task to construct the
dataset for the SFT stage.

Supervised Fine Tuning: The process of generating text with
a condition language model can be viewed as a constrained auto-
regressive sampling strategy. Given a prompt x and its gold standard
y, The training objective is to maximize the conditional probability
p(yl|x). Considering our multi-instruction SFT dataset and assum-
ing that p(y|x) = [1;=1 P(Yilyo:i-1, %), the training objective of
rewriting model involves minimizing the negative log likelihood:

Lse1(0) = ~E(x y)-Dypy D 1087 (Wi | Y0i-1,%:6), (&)
i=1

where D¢ ¢, denotes multi-instruction SFT data, which consists of
amixture of query rewriting dataset D; r; and a variety of auxiliary
task datasets, 7z (-) and 6 denote our query rewriting model and its
parameters. It is worth mentioning that LLMs typically have fixed
prefixes in the prompt x. To avoid introducing noise, we disregarded
the losses coressponding to x.

3.3 Offline Feedback

Currently, most alignment methods[1, 11, 21, 24] rely on manual
annotation and training-based reward models. However, we argue
that these approaches can be easily influenced by the quality of
annotations and the effectiveness of the reward model training,
which often leads to inaccurate reflection of response scores and
compromises the learning of the generation model. To address this
issue, we propose a feedback system based on the Taobao search
engine, which provides more accurate rewrite scores.

The main structure of the Taobao online service process is illus-
trated in Figure 1. When a query is received by the Taobao search
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Table 1: Prompt examples of different instructions.

Task ‘ Prompt Example
Is this a good e-commerce query rewrite?
Quality Query: {query}
Classification | Rewrite: {rewrite}

System: {Yes or No}

Please generate product titles that match
input query

Query: {query}

System: {Yes or No}

Title Prediction

Your task is to rewrite the input query into a
query that makes it easier to search for related
products, and you are required to give the tho-

Chain "
-ught process and then the query rewriting re-
of -sult. The thought process and the query rewr-
Thought ) gt p duery

-iting result are separated by a semicolon.

Query: {query}
System: {CoT}; {Rewrite}

engine, it undergoes preprocessing and is then passed to the query
understanding. This module comprehends the semantic meaning
of the query and send it to the retrieval module. The retrieval mod-
ule retrieves a large number of candidate products from a massive
Taobao product dataset. After deduplication and filtering, the can-
didate product sets from different retrieval paths are merged into
an unordered and non-repetitive product set. These products are
presented to the user through a complex ranking system.

Similarly, when our offline system receives a rewrite, it simulates
the process of the Taobao online service to retrieve the correspond-
ing products for the rewrite. Based on the product set, our system
provides us with a quality score. It is important to note that we
mainly address the semantic gap issue caused by long-tail queries in
exact match. Therefore, our rewriting module only operates on the
inverted index matching of the retrieval module, and the product
set considered for rewrite retrieval is related only to the inverted
index path. We propose three scores to measure the quality of the
rewrite, namely relevance, increment, and hitrate.

As mentioned in Section 3.2, even if the query and rewrite are se-
mantically similar, it does not guarantee that the retrieved product
sets will also be related. To prevent the model from retrieving prod-
ucts that are completely different from the user’s original intent,
we introduce the relevance score. It is calculated as follows:

i ]lf(x,zi,)>r’
|Zyl

where x and y denote the query and rewrite, respectively, f(-) is
Taobao relevance function which is design for evaluate the rele-
vance between item title and query text, 7" denotes the semantic
relevance threshold of query-item pair, Z; denote the offline re-
trieval product list of text y.

Furthermore, we need to ensure that the rewrite can expand the
semantic meaning of the original query to some extent, avoiding

rele(x,y) = ,ziy € Zy, (5)
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the issue of “few-recall.” Therefore, we introduce the increment
score, calculated as follows:

Zilpezi yse .
SIS omy)>T 2y € ZeN(ZxUZy). 2 € ZeNZxs

(6)
where, similarly, x and y denote the query and rewrite, f(-), 7’ is
relevance function and threshold of query-item pair, Z, and Zy
denote the offline retrieval product set of text x and y, respectively,
Ze is the excellent product set maintained by Taobao search group.

Lastly, we define the hitrate, which measures to what extent the
rewrite can compensate the semantic gap of the original query. The
calculation process is as follows:

incr(x,y) =

Zilfnzi,)se

60(ZeUZy)l

hitrate(x,y) = el €&, (7)

i ]lf(x,ei)>1"

where & is the collection of products that users have transacted
outside of the search scenario, Z, and .Zy denote the offline re-
trieval product set of text x and y. Assuming that a product, which
is semantically related to the current user’s query, is not transacted
in the search. This indicates that the original query fails to retrieve
the product. However, if the rewrite is able to return the product,
then it implies that the product exists in the Zx U Zy. This proves
that the rewrite can indeed compensate for the semantic gap of
the original query. As a result, the hitrate can effectively reflect the
model’s ability to compensate for this semantic gap.

Overall, our proposed feedback system based on the Taobao
search engine provides more accurate rewrite scores by considering
relevance, increment, and hitrate. This helps improve the alignment
process and ensures better learning of the generation model.

3.4 Objective Alignment

To avoid introducing bias through the reward model, we introduce
the Preference Rank Optimization (PRO) [25], based on the Bradley
Terry Model. This method aims to enforce the model to learn the
rewrite partial order provided by offline feedback. According to the
Bradley Terry Model, the probability of selecting an policy should
be proportional to its corresponding reward. Given the partial order:
Y1 > Yy, the preference probability can be expressed as:
- exp(r(y1,x)) ®
exp(r(y1. x)) + exp(r(yz x))’
where r(-) is the reward function, which is defined as the normal-
ized log probability of the rewrite generated by the LLM in PRO.
PRO expands this pairwise partial order to a more general list-
wise partial order. Additionally, a temperature is introduced in order
to capture the significance of the ranking based on the reward. PRO
loss is represented by the following equation:

Pgr

- exp( ﬂPRo(yk|x:9))
_ k
Lpro(0) = IE':'(x,y)~Z)pRo Zlog n 7pro (yilx;0) ©)
k=1 i=k eXp( ’7;: )

where ’7];" =1/(r(yx) — r(y;)) and 77(1“ = mini>k(7;i)for ranking
difference, Dpro denotes the dataset for alignment, 7pro(-) and 0
denote the policy model and its parameters, n denotes the number
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of candidate rewrites. In addition, we added SFT loss to maintain
the model’s ability to generate normal outputs:

LarioN = Lsrr + ALpRoO- (10)

3.5 Online Serving

Due to the constraints imposed by numerous parameters and the
autoregressive prediction mode of large language models, it is al-
most impractical to deploy BEQUE online and meet the latency
requirements of the Taobao search system. To address this issue,
we utilize BEQUE offline to perform rewriting inference on torso
and tail queries, which are defined as queries with retrieval results
containing less than 70% related products or less than ten thousand
products. The rewrites generated from these queries are stored in
an online key-value graph, enabling quick online response. When
a long-tail query matches the key-value graph, the search engine
retrieves the corresponding rewrite. Subsequently, both the query
and rewrite are tokenized into terms and used as keywords for in-
verted index matching to obtain a set of related products. The union
of the query and rewrite retrieval sets forms the final candidate set
of products for the ranking system. The offline inference of BEQUE
covers 27% of the page views (PV) in Taobao’s main search and has
a minimal impact on the latency of the online retrieval system.

4 EXPERIMENTS
4.1 Datasets

Training Dataset: For the SFT training process, we extracted ap-
proximately 20 million records from the online rewriting logs on
Taobao prior to September 2023 as the initial training data. To en-
hance the quality of the training data, we conducted two rounds of
rejection sampling to obtain the query rewriting dataset, which con-
sists of 419,806 pairs of <query, rewrite>. Additionally, we included
155,662 manually rewriting data in the dataset to ensure that the
SFT model’s rewriting adheres to human preferences. Finally, we
combined 50,000 samples each from quality classification, product
title prediction and CoT task with the query rewriting dataset to
construct the Multi-instruction SFT dataset.

For the objective alignment training process, we randomly se-
lected 10,000 queries from the query rewriting dataset to generate
candidates. For each query, we used the SFT Model to generate 5
candidate queries. These 50,000 rewrites were then scored using the
Taobao offline system. After removing any outliers, the alignment
training dataset consisted of a total of 45,350 candidate rewrites.
Test Dataset: For the offline test set, we selected 14,981 queries from
Taobao search logs to evaluate the model’s performance. Among
them, 50% of the queries were randomly sampled proportionally
to the actual queries. Furthermore, to assess the model’s capability
to rewrite long-tail queries, we sampled the remaining 50% of the
data from the long-tail queries.

4.2 Evaluation

Offline Metrics: We employ relevance (rele), increment (incr) and
hitrate as offline metrics to valid the effectiveness of our method.
These metrics are defined in Section 3.3.

Online Metrics: We introduce three key online metrics: GMV,
#Trans, and UV, to evaluate the model’s online performance. These
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Table 2: Comparison of different LLMs trained on multi-
instruction SFT dataset.

Method ‘ #params ‘ rele (%) incr (%) hitrate (%)
ChatGLM 6b 63.5 143.4 15.88
ChatGLM2.0 6b 63.2 105.0 14.39
Baichuan 7b 66.0 114.3 15.70
Qwen 7b 62.6 133.2 15.63

metrics are defined as follows:

UV = #unique IP of visitors, (11)
GMYV = #pay amount, (12)
#T'rans = #transaction. (13)

4.3 Implementation Details

Unless stated otherwise, the optimizer used for model training
is AdamW. During the multi-instruction SFT stage, the model is
trained for one epoch with the learning rate set to le-5. In the
objective alignment stage, the model is trained for four epochs with
the learning rate set to le-6. Additionally, the maximum length of
the prompt for the rewriting task is set to 64, while for the rest of
the tasks it is set to 256.

4.4 Offline Experiments

4.4.1 Results of Different LLMs. In this section, we present the
comparison results of different LLMs as base models trained on the
multi-instruction SFT dataset, as shown in Table 2. The base models
include ChatGLM [10, 38], ChatGLM2.0 [10, 38], Baichuan [13], and
Qwen [29]. The variability in the advantages of these base models
can be attributed to disparities in their pre-training data and model
architectures. Notably, ChatGLM exhibits superior performance in
both increment and hitrate compared to the other three models.
However, due to copyright constraints, we have to utilize Qwen
as the base model to fulfill our business objectives. Furthermore,
Qwen’s pre-training incorporates e-commerce data, augmenting its
comprehension of the e-commerce domain. This indicates a higher
potential for enhancing Qwen’s ability to rewrite long-tail queries.

4.4.2  Ablation Study of Multi-instruction SFT data. To investigate
the impact of the multi-instruction SFT dataset on the rewriting
ability of LLMs, an ablation study was conducted in this section.
First, we randomly extracted query pairs from online logs, with
a size similar to that of the multi-instruction SFT dataset, which
were not subjected to rejection sampling and were not mixed with
other task data. Then, we used the data to train the model and
obtained Qwen w/o ML As depicted in Table 3, it is evident that the
multi-instruction SFT dataset significantly enhances the model’s
performance in terms of relevance, increment, and hitrate. This
improvement can be attributed to the substantial enhancement in
the quality of query pairs after rejection sampling. Furthermore,
auxiliary tasks closely associated with query rewriting, such as
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Table 3: Comparison of Qwen with/without auxiliary tasks.
MI means multi-instruction

Method rele (%) incr (%) hitrate (%)
Qwen w/o MI 61.4 109.6 14.58
Qwen 62.6 133.2 15.63

Table 4: Comparison of BEQUE with different number of
contrast candidates.

Number rele (%) incr (%) hitrate (%)
2 53.3 215.6 17.66
3 56.6 205.4 17.36
4 57.7 198.7 17.27
5 58.8 190.3 17.21

quality classification, product title prediction, CoT, etc., further aug-
ment the model’s comprehension of query semantics, subsequently
elevating the quality of the produced rewriting results.

4.4.3 Results of Different Contrast Number. In Table 4, we present
the impact of varying contrastive numbers of candidates on model
performance during the objective alignment stage. It can be ob-
served that, as the number of candidates increases, the relevance
shows a consistent improvement, while the increment and hitrate
decrease. This outcome can be attributed to our modified PRO,
where all candidates are treated as gold standard and SFT Loss is
calculated for each of them. Consequently, a larger candidate pool
implies an increase in the SFT loss weights and a decrease in the
partial order learning weights, improving relevance of generated
rewrites. Furthermore, there exists a trade-off between relevance
and increment, where an increase in one metric necessitates sac-
rificing the other, leading to a negative impact on the increment
metric. In addition, it is important to mention that hitrate can be
regarded as the increment with weak relevance constraint, which
explains its decrease in this context. Considering the balance of the
three metrics, we select the model with contrast number of 4 to be
best checkpoint for overall comparison.

4.4.4  Main Results. We compare BEQUE with multiple baselines,
including CLE-QR, query2doc (Q2D), BART, Qwen, and RL-based
LLM. CLE-QR [17] is the previous-generation query rewriter of
Taobao search that generates semantic representations and re-
trieve related rewrites for each query based on contrastive learning.
BART [16] is a powerful pre-trained generation model based on the
encoder-decoder structure. We fine-tune it with query pairs from
online logs to enhance its ability to rewrite e-commerce queries.
Qwen [29] is a large-scale language model based on the decoder-
only structure that contains 7 Billion parameters. Similarly, we
fine-tune it with query pairs from online logs to enhance its ability
to rewrite e-commerce queries. Furthermore, following the settings
of [1], we introduce an RL-based LLM and utilize relevance, incre-
ment, and hitrate as rewards to encourage the RL model to align
with the Taobao offline metrics, respectively. From analyzing the
data presented in Table 5, the following conclusions can be drawn:

TheWebConf’24 Companion, May 13 - 17, 2024, Singapore

Generative models outperform discriminative models when
rewriting “Torso” and “Tail” queries. For instance, when consid-
ering CLE-QR and BART, both models exhibit similar performance
on “Top Queries” across three metrics. However, BART significantly
outperforms CLE-QR in terms of hitrate and increment on “Torso
Queries” and “Tail Queries” while maintaining relevance. This dis-
crepancy arises because discriminative models like CLE-QR rely on
existing queries in the search system as rewrite candidates, which
are often biased towards top queries. As a result, torso and tail
queries, which lack semantically similar top rewrites, do not re-
ceive related search candidates from CLE-QR. In contrast, BART’s
rewriting process is not restricted by the semantic scope of online
queries, enabling it to generate rewrites that are not present in
the search system’s history. This allows BART to overcome the
limitations of discriminative models and optimize torso and tail
query rewriting problem.

LLMs exhibit superior long-tail semantic understanding
capabilities compared to small models. Qwen and BART serve
as examples, where Qwen, with its extensive parameter size, demon-
strates stronger semantic expansion than BART in terms of hitrate
and increment of “All Queries”. Analyzing individual query slices,
Qwen’s improvement in hitrate and increment primarily occurs
in the “Tail Queries”, further validating the suitability of LLMs for
long-tail query rewriting tasks.

Retrieval augmentation methods demonstrate limited se-
mantic expansion capabilities. Comparing Q2D (ChatGPT) and
BEQUE, Q2D (ChatGPT) maintains good retrieval relevance across
all query slices but lacks sufficient semantic expansion capabilities,
resulting in subpar increment and hitrate performance. Conversely,
our BEQUE, which is specifically optimized for semantic expansion
in rewriting, significantly enhances these two metrics.

The reinforcement learning (RL) may introduce bias and
impact the effectiveness of the rewriting LLMs. Examining RL
and BEQUE, RL process introduces a reward model to guide the
base model’s training. However, calculating the reward requires
offline search system simulation, and the reward model may not
accurately capture the search system’s features, leading to reduced
performance of RL models. In contrast, our BEQUE employs con-
trastive learning to explicitly learn the partial order of candidates,
circumventing potential bias caused by the reward model. Ulti-
mately, while minimizing the adverse impact on retrieval relevance,
BEQUE substantially improves the model’s increment and hitrate.

Different offline metrics work differently as rewards. For
instance, considering the BEQUE framework, when it prioritizes
relevance as its training objective, it exhibits a more conservative
approach to bridge semantic gap. The improvements in both incre-
ment and hitrate tend to be challenging to achieve in this context.
However, when the primary objective shifts to maximizing incre-
ment, the model demonstrates a significant capacity to enhance
both the increment and hitrate of retrieval, effectively addressing
the issue of “few-recall”. In such cases, a marginal decrease in rele-
vance becomes an acceptable trade-off. When hitrate becomes the
target, the model can effectively enhance both the increment and
hitrate. Nevertheless, owing to the intricacies of the hitrate compu-
tation process, the model encounters difficulties in capturing the
partial order among candidates. Consequently, the model’s ability
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Table 5: Overall performance of BEQUE with multiple baselines. The best results are in bold, and the second-best results are
underlined. “Top Queries” are defined as queries with retrieval results containing more than 70% related products; “Torso
Queries” are defined as queries with retrieval results containing 10%-70% related products; “Tail Queries” are defined as queries

with retrieval results containing less than 10% related products.

Top Queries Torso Queries Tail Queries All Queries
Method - - - - - - - -

rele incr  hitrate  rele incr  hitrate rele incr  hitrate rele incr  hitrate

CLE-QR 734 90.0 13.16 24.7 36.4 15.77 10.0 17.2 12.36 69.6 90.0 12.95
BART 67.5 106.0 13.26 279 130.0 17.70 8.4 27.5 13.59 62.2 100.0 13.56
Q2D(ChatGPT) 71.7 47.3 1296 | 353 66.7 16.86 12.8 159 17.21 66.7 45.5 14.73
Qwen(SFT) 67.1 1174 14.18 25.5 56.4 17.49 7.2 34.9 14.91 614 109.6 14.58
RL (rele) 74.7 48.6 12.66 394 2.1 15.60 14.5 8.1 11.36 70.0 45.1 12.42
RL (incr) 46.9 76.1 13.33 17.7 134.1 18.00 4.4 60.9 15.20 42.5 75.9 14.22
RL (hitrate) 56.0 176.8 15.10 6.2 117.3 20.16 2.2 51.0 18.22 49.6 162.8 15.75
BEQUE (rele) 69.3 1745 15.04 27.3 1609 19.29 4.1 664  18.27 62.3 164.0 16.43
BEQUE (incr) 64.6 212.3 15.45 20.5 207.7 21.45 2.4 71.7 19.62 57.7 198.7 17.27
BEQUE (hitrate) | 69.3 177.0 1539 | 184 2040 1978 | 50 625 1822 | 62.1 167.0 16.64

Table 6: Online A/B test of BEQUE on Mobile Taobao Search.
“all queries”: every query in the test bucket counts, regardless
of whether it has been rewritten or not. “covered queries”:
only rewritten queries count. “long-tail queries”: rewritten
and long-tail queries count. “few-recall queries”: rewritten
and few-recall queries count.

Online Traffic GMV  #Trans uv
all queries +0.40%  +0.34% +0.33%
covered queries +2.96% +1.36% +1.22%
long-tail queries +1.57%  +2.52% +2.32%
“few-recall” queries | +18.66% +5.90% +6.25%

to expand semantic is diminished in comparison to the BEQUE that
focuses on increment.

4.5 Online Experiments

To assess the actual online performance of BEQUE, we deployed it
on Taobao search for a 14-day online test, during which we recorded
the three key metrics in the Taobao search scene: GMV, #Trans, and
UV. Table 6 reveals that BEQUE surpassed the previous-generation
rewriting model CLE-QR by 0.4%, 0.34%, and 0.33% in terms of GMV,
#Trans, and UV, respectively. This implies that BEQUE contributes
millions of GMV to Taobao search. It’s important to note that the
overall performance mentioned here refers to all queries in the
testing buckets. Since we inference offline, there are about 70% of
online queries that do not hit our rewriting table. Even in these
cases, our model still delivers remarkable enhancements. Addition-
ally, for the queries covered (rewritten) by BEQUE (approximately
27% of total PV), there were noteworthy increases of 2.96%, 1.36%,
and 1.22% in GMV, #Trans, and UV, respectively. These findings
indicate that BEQUE effectively rewrites queries and addresses po-
tential semantic gaps in the semantic matching process. Moreover,

BEQUE significantly improved online #Trans and UV for long-tail
queries and “few-recall” queries, although we disregarded the GMV
fluctuation for this subset due to its low proportion. This improve-
ment can be attributed to our specialized optimization for long-tail
queries. During the first-stage SFT of BEQUE, rejection sampling
and auxiliary task data enhanced the model’s performance in terms
of retrieval increment and relevance, and also deepened its under-
standing of long-tail queries. The alignment process in the second
and third stages effectively compelled the model to align with online
objectives of Taobao search.

5 CONCLUSION

In this paper, we introduce BEQUE, a framework specifically de-
signed for e-commerce query rewriting. The main objective of
BEQUE is to address the semantic gap that occurs during the se-
mantic matching process, particularly for long-tail queries. Initially,
we improve the quality of the rewriting dataset by employing re-
jection sampling and auxiliary task mixing. We then train a LLM
using this refined dataset, which enhances the model’s query un-
derstanding and enables effective rewriting of e-commerce queries.
Utilizing the well-trained LLM, we generate multiple candidate
rewrites for each sampled query. To establish a partial order among
these candidates, we create an offline feedback system based on
online Taobao search. This feedback system accurately evaluates
the retrieval quality of the candidate rewrites from various per-
spectives, such as relevance, increment, and hitrate. Finally, by
incorporating the partial order of rewriting retrieval quality, we
introduce PRO, which aligns the model’s objectives with those of
Taobao. This ensures that our approach generates rewriting results
that yield high-quality retrieval outcomes. Through multiple exper-
iments, we have demonstrated the effectiveness of our approach
in improving offline metrics. Additionally, online A/B experiments
have substantiated a significant increase in Taobao Search’s GMV,
#Trans, and UV, particularly for long-tail queries.
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