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Abstract

Image matching and object detection are two fundamen-
tal and challenging tasks, while many related applications
consider them two individual tasks (i.e. task-individual). In
this paper, a collaborative framework called MatchDet (i.e.
task-collaborative) is proposed for image matching and ob-
ject detection to obtain mutual improvements. To achieve
the collaborative learning of the two tasks, we propose three
novel modules, including a Weighted Spatial Attention Mod-
ule (WSAM) for Detector, and Weighted Attention Module
(WAM) and Box Filter for Matcher. Specifically, the WSAM
highlights the foreground regions of target image to bene-
fit the subsequent detector, the WAM enhances the connec-
tion between the foreground regions of pair images to ensure
high-quality matches, and Box Filter mitigates the impact of
false matches. We evaluate the approaches on a new bench-
mark with two datasets called Warp-COCO and miniScan-
Net. Experimental results show our approaches are effective
and achieve competitive improvements.

Introduction

Image matching (Shrivastava et al. 2011) and object detec-
tion (Liu et al. 2020) are two fundamental and challenging
tasks in computer vision. Image matching finds pixel-wise
correspondences between image pairs, and object detection
seeks to locate and classify object instances in images. With
the combination of them, there are numerous important ap-
plications, including robot vision, autonomous driving, and
industrial defect inspection. In robot vision and autonomous
driving, it usually uses image matching technique to perform
Simultaneous Localization And Mapping (SLAM) (Mur-
Artal, Montiel, and Tardos 2015), and also needs to find the
target category objects (e.g. pedestrian in autonomous driv-
ing) in images based on object detection technique. In indus-
trial defect inspection, it applies image matching for regis-
tration (Shrivastava et al. 2011) to obtain Region-of-Interest
(ROI), and then detects the target defects. The aforemen-
tioned applications consider image matching and object de-
tection as two individual tasks (i.e. task-individual).

In this paper, a collaborative framework called MatchDet
(i.e. task-collaborative) is proposed for image matching and
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object detection to obtain mutual improvements. As illus-
trated in Fig.1(a), given input reference and target images,
our MatchDet simultaneously outputs their homography re-
lationship and object detection results of the target image,
which is defined as a Match-and-Detection task. The pro-
posed MatchDet framework consists of a shared backbone,
and two Matcher and Detector task branches for image
matching and object detection, which is co-trained end-to-
end. Under task-collaborative MatchDet framework, the ho-
mography relationship estimated by Matcher and the bound-
ing boxes predicted by Detector can be useful to each other.

As presented in Fig.1(b), the most relevant approach is
the correlation based Tracker (Christoph, Axel, and An-
drew 2017) for the object tracking task. The Tracker uti-
lizes the Correlation module to explore the affinity between
the target image and the reference image, then further ap-
plies the Aggregation module to refine the affinity for en-
hancing the target objects. There are two main differences
between MatchDet and Tracker: (i) MatchDet integrates a
Matcher branch, which is able to obtain a precise homog-
raphy relationship. However, Tracker only adopts the Cor-
relation module to implicitly explore the affinity without
the supervision of matching objective function, which leads
to an imprecise homography relationship. As illustrated in
Fig.1(d), our MatchDet achieves a large improvement with
39.96% in image matching task. (ii)) MatchDet achieves mu-
tual performance improvements in the two tasks via the pro-
posed collaborative learning module, while Tracker only uti-
lizes correlation-aggregation learning to improve the perfor-
mance of the object detection task.

To achieve mutual performance improvements via the col-
laborative learning of the two tasks, we propose three novel
modules, including a Weighted Spatial Attention Module
(WSAM) for Detector, Weighted Attention Module (WAM)
and Box Filter for Matcher. For Matcher branch, the pro-
posed WAM produces more discriminative feature represen-
tations of image pairs, via learning global context to find the
correspondences among surrounding regions, with the us-
age of Transformer structure (Sun et al. 2021). Benefiting
from the Match-and-Detection task, it’s achievable to ob-
tain the potential foreground regions of images. Then the
WAM can be more focus on interacting information among
the foreground regions of pairs, which reduces background
interference and ensures high-quality matches. Specifically,
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Figure 1: (a) Our MatchDet with collaborative learning for
improving image matching and object detection. We intro-
duce a baseline named MDBase network, which removes the
collaborative learning module of MatchDet. (b) The object
Tracker with correlation-aggregation learning. The dashed
line represents that the Tracker has the potential ability to
obtain pairwise correspondences, while there is no match-
ing objective function to supervise it. (c) and (d) are the
results on Warp-COCO dataset. (¢) Our MatchDet obtains
4.06% improvement in object detection. (d) Our MatchDet
achieves 24.24% higher performance in image matching.

the WAM first utilizes a Weights Generator to generate
weighted maps based on the foreground regions, and then
uses the weighted maps to enhance the affinity matrix be-
tween feature pairs as implementing in the Attention oper-
ation of Transformer. Further more, Box Filter reduces the
impact of the potential low-quality matches, via strengthen-
ing the matching scores among the foreground regions of
pairs, where the foregrounds are predicted by Detector.

For Detector branch, the proposed WSAM, a variant of
WAM, highlights the foreground regions of target image,
via the similar regions with instance feature of reference
image and learnable semantic embedding. To achieve the
above purpose of enhancing foregrounds, the WSAM adopts
Weighted Spatial Attention instead of Weighted Attention

applied in WAM, and their essential difference is discussed
in APPENDIX. Similar to WAM, the WSAM also pays
more attention on feature interaction among foregrounds.
The WSAM transforms the foreground regions of reference
image with the homography estimated by Matcher, to gen-
erate the potential foreground regions for target image.

In general, our main contributions are:

o For the first time, we propose a collaborative framework
called MatchDet for image matching and object detection
to obtain mutual improvements. Besides, our MatchDet is
a general framework, which can utilize different detectors
such as FCOS, Faster-RCNN, and AdaMixer.

e To achieve collaborative learning of image matching
and object detection, three novel modules are proposed,
including a Weighted Spatial Attention Module (WSAM)
which highlights the foreground regions of target image for
Detector, and Weighted Attention Module (WAM) and Box
Filter which obtains high-quality matches for Matcher.

e We evaluate the Match-and-Detection task on a new
benchmark with two datasets called Warp-COCO and
miniScanNet. This benchmark can be used to verify the per-
formances of the algorithms on both image matching and
object detection. Experimental results show our approaches
are effective and achieve competitive improvements.

Related Work

Object Detection The current object detection algorithms
can be divided into anchor-based (Ren et al. 2015a; Red-
mon and Farhadi 2018; Lin et al. 2017b; Zhang et al. 2019,
2020b), anchor-free (Law and Deng 2018; Duan et al. 2019;
Tian et al. 2019), and query-based (Carion et al. 2020; Gao
et al. 2022; Zhang et al. 2023) methods. In this paper, we
choose the classical anchor-free FCOS (Tian et al. 2019) as
the basic detector due to its good performance and simplic-
1ty.

Image Matching Image matching finds pixel-wise cor-
respondences between image pairs, with two main direc-
tions of Interest Point Detector-based (IPD-based) methods
(Lowe 2004; Rublee et al. 2011; DeTone, Malisiewicz, and
Rabinovich 2018) and IPD-free methods (Sun et al. 2021;
Wang et al. 2022; Chen et al. 2022). In this paper, we choose
the classical IPD-free LoFTR (Sun et al. 2021) as the basic
image matcher due to its good performance and simplicity.
Transformer Attention The transformer Cross Attention in
LoFTR (Sun et al. 2021) learns global context based on the
full affinity matrix between feature pairs, but it may easily be
distracted by background and causes the slow convergence
of model. To alleviate this problem, we propose two novel
transformer-based weighted attention and weighted spatial
attention modules to strengthen the target object.

Problem Definition

The Match-and-Detection task aims to obtain the homog-
raphy relationship and object detection results of the input
pair images. Formally, given the pair images z! and z”,
the Match-and-Detection method predicts the homography
matrix 7 and bounding boxes {B!} for z!. We denote x*
and «” as the target and reference images respectively, the
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Figure 2: The network architecture of our MatchDet. There are four stages: @ Obtaining basic features {C%, C%} with a shared
backbone. @ Matcher branch estimates the homography matrix with the enhanced features {C%, C%} produced by Weighted
Attention Module. @ Detector branch predicts the bounding boxes based on the highlighted features C’§/ generated by Weighted
Spatial Attention Module. @ Box Filter refines the image matching results via filtering out the potential mismatches.

homography matrix # € R3*3 represents their geometric
relationship as #' = Hz", and their ground-truth bound-
ing boxes are defined as { B!} and { B!} respectively. Here
B; = (bi, c;) € R*x{1,2...C}, b; and ¢; denote the bound-
ing box and the category of the object respectively, and C'is
the classes number of dataset.

In training stage, all ground-truth labels are given. In
inference stage, with different sources of bounding boxes
of reference image, we introduce three different settings:
(a) GTBoxR setting, gives Ground-Truth bounding Boxes
{B7'} of Reference image in inference. Some of the cor-
responding applications are robotic Pick-and-Place (Zeng
et al. 2018) and robot navigation for known scenarios, of
which the reference image can be stored and labeled in
advance. (b) PreBoxR setting, gives Prediction bounding
Boxes { B!’} of Reference image in inference. It is suitable
for the video-based scenarios, which can reuse the prediction
results of the previous frame image. (c) NoBoxR setting,
gives No bounding Boxes of Reference image in inference.
It is more general and challenging than the above settings.

Methodology

We first propose a simple baseline method called MD-
Base (Match-and-Detection Baseline) network fp,se, which
adopts multi-task paradigm with a shared backbone fp and
two task-heads (i.e. Match Head fj; and Detection Head
fp) for matching and detection. Then, as illustrated in
Fig.2, the MatchDet network f,;p is constructed upon MD-
Base network, which additionally inserts three novel mod-
ules including Weighted Spatial Attention Module (WSAM)
fwsanm, Weighted Attention Module (WAM) fu aps and
Box Filter fgr. The WSAM highlights the foreground re-
gions of target image, the WAM enhances the connection
between the foreground regions of pair images, and Box Fil-
ter mitigates the impact of false matches.

Specifically, let f5 be the i'" layer of backbone fg, fi
be the i*" layer of FPN (Feature Pyramid Network) fr.
Given input image pairs {z', 2"}, the backbone fp gen-
erates corresponding target features {C%, C%, CL} and ref-
erence features C§ respectively, and the FPN fr further
produces target features {P%, P}, P, P¢, Pt}. In particu-
lar, the i*" layer features C! and C! are produced by f&,
and the same goes for other features like P! by f&, where
{Ct,Cr, Pt} € Rei>*hixwi Then, WSAM and WAM gen-
erate the enhanced features C%' and {C%, C%} for Detector
and Matcher, respectively. Finally, the Match Head fj; and
Detection Head fp predict the homography matrix # and
bounding boxes {B!} for z*. In detail, the Detection Head
fp is the same as FCOS, and the Match Head f;; is similar
to LoFTR which utilizes a dual-softmax matching layer.

MDBase Network

The MDBase network consists of a shared backbone and
two task-heads for matching and detection, i.e. fpgse =
[fB, fr, fu, fD]- The MDBase makes predictions as fol-

lows: . N
{Bf},H - fbase (ﬁt,xr)
where, {B!} = fp (fr (fB(=))), M
H=fu (fB (xtaxr))

Comparing to the current task-individual solutions, the MD-
Base network has lower complexity by utilizing a shared
backbone. In order to obtain mutual improvements of image
matching and object detection, we next introduce a novel
MatchDet network benefiting from the collaborative learn-
ing of the two tasks.

MatchDet Network

As illustrated in Fig.2, on the basic of MDBase network, the
proposed MatchDet integrates Weighted Spatial Attention
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Figure 3: (a) The Weighted Attention Module (WAM) con-
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and FFN denotes Feed-Forward Network in Transformer. (b)
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Attention of WAM with Weighted Spatial Attention derives
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Figure 4: The visualizations of the generated Weighted Map.

Module fysan, Weighted Attention Module fyy aps and
Box Filter fpp to achieve collaborative learning of image
matching and object detection tasks. Formally, MatchDet

consists of fyp = [foase, fwsan, fwan, fpr], and
makes predictions as:

{Bf},’}:[ = f]\/ID (xt,xr)
where, {B!} = fp (fr (fwsam(fa(z',2"))), @
H = fu (for(fwan (fa(zt,27))))

In the following, we introduce the detailed structure of the
proposed modules and loss function.

Weighted Attention Module The Weighted Attention
Module fy aps enhances the connection between the fore-

ground regions of pair images, which is expressed as:
C5,C5 = fwam (C5,C3) . fwan (C5,C5)  (3)

As shown in Fig.3(a), the WAM stacks a Weighted Attention
block and a Self-Attention block. Different from the Cross
Attention used in LoFTR (Sun et al. 2021) and Masked At-
tention applied in Mask2Former (Cheng et al. 2022), we pro-
pose a novel Weighted Attention as presented in Fig.3(b),
which enhances {Q, K'} with two different weighted maps
{Mg, My} produced by Weights Generator, respectively.
The Weighted Attention operation is formulated as:

V~Q = WeightedAttention ((Q, K, V), Mg, M)

T “4)
=0 ((Qo Mq) (K ®M)") v

where o is softmax function. The weighted maps
{Mg, Mg} € R"™ represent the foreground regions of
pairs {Q, K}. Under three different settings introduced in
Problem Definition, the Weights Generator of WAM pro-
duces different weighted maps {M¢, M } as follows:

e GTBoxR setting. We denote {M;, M,.} € R as the
foreground regions of {C%, C%}. In the case of implement-
ing C¢ = fwanm (CE C%), there are Mg = M, and
My = M,. Calculating C% = fyan (CF,CE) assigns
Mg = M, and M = M,. The following assignment rules
of {Mg, Mk} with {M;, M, } are the same, thus we only
introduce how to generate { M, M,.} for simplicity. (a) This
setting gives ground-truth {B]} for reference image, then
we generate M, by assigning the {B!} regions as 1 + a3
and other background regions as 1. (b) For target feature
C%, we first use a light decoder to predict a semantic seg-
mentation mask m;. Then we produce M, by assigning the
foreground regions of m, that are higher than 0.5 as 1 + a,
and other background regions as 1. The detail of the light
segmentation decoder is described in the following.

o PreBoxR setting. Similarly, we use the predicted { B} }
and m; to generate M, and My, respectively.

o NoBoxR setting. The light decoder predicts two seman-
tic segmentation mask m,. and m; to generate M, and M;.

The light segmentation decoder consists of two 3 x 3 con-
volution layers and a 1 X 1 convolution layer, which per-
pixel classifies the foreground and background of the im-
age. The light segmentation decoder is optimized by the
box-supervised segmentation loss proposed in BoxInst (Tian
et al. 2021), which utilizes the ground-truth bounding boxes
to supervise the segmentation decoder. Fig.4 presents the
generated Weighted Map as the foreground regions.

There are two important abilities of WAM: (a) The fea-
tures {C%, C%} processed through WAM are more discrim-
inative than {C%, C%}. The dense local features {C%, C%}
extracted by Convolutional Neural Networks (CNNs) have
limited receptive field which may not distinguish indistinc-
tive or repetitive regions. Transforming by WAM, the global
features {C%, C% } have larger global context to find the cor-
respondences among surrounding regions. (b) The WAM en-
hances the connection between foreground regions with the
constrained of { Mg, Mk}, which benefits the subsequent
matching layer to obtain high-quality matches. The Cross



Attention in Transformer learns global context based on the
affinity matrix between feature pairs, which may easily to be
disturbed by background noise and leads to false matches.
With the constrained of { Mg, M }, the WAM can be more
focus on interacting information among the foreground re-
gions to ensure high-quality matches.

Weighted Spatial Attention Module The Weighted Spa-
tial Attention Module fy s 4 highlights the foreground re-
gions of target image, which is expressed as:

CL' = fwsan (C5,C3) )

The WSAM stacks a Weighted Spatial Attention block and
a Self-Attention block. And the structure of the key compo-
nent Weighted Spatial Attention (WSAttention) is illustrated
in Fig.3(c), which is formulated as:

Q' = WSAttention ((Q, K, V), Mg, M)
=Qo (14 Mgy)
where, Moy (i) = (Q(i), V~9(i)),
V~? = WeightedAttention (Q, K, V), Mg, M)

6)

Here we explain the meanings of key variables in Weighted
Spatial Attention: (a) The V™9, is Q—aligned V, ie. ag-
gregates V' into alignment with Q. At i*" spatial position,
V~Q(4) is aggregated from V with the affinity vector be-
tween (Q(i), K). Intuitively, V~9(i) collects all the patch
features from V' that are semantically similar to Q(7). (b)
Q’, is Mgy -enhanced @, i.e. uses the cosine similarity map
Mgy between (Q, V~?) to re-weight Q. Therefore, Q' will
be enhanced if ) is similar to V™9 (i.e. Q-aligned V). Thus
Weighted Spatial Attention is able to enhance the spatial re-
sponse of () via the similar regions with V.

Based on the above analysis, we propose to use instance
feature C% and learnable semantic embedding W, € RE*¢s
(i.e. pytorch code is W.=nn.Embedding(C, c3)) to highlight
C%, i.e. C% can be highlighted by the similar regions of C%
and W,, where W, contains foreground semantics via learn-
ing all categories information (Lai et al. 2022). Formally,

Q' = WSAttention ((C:t),, Cs, Cg) Mo, MK)
+ WSAttention (Cé, We, We)

The WSAM needs to find the foreground regions of
C% to highlight C%. Under different settings, the Weights
Generator of WSAM produces different weighted maps
{Mq, Mg }={M,;, M,} (ie. the potential foreground re-
gions of {C%, C%}) as follows:

o GTBoxR setting. For Cj, we generate M, by assign-
ing the given ground-truth { B} } regions as 1 4 a2 and other
background regions as 1. For C%, we use the estimated ho-
mography H' = far (fwam (f5 (zf,27))) to affine M, to
generate M; = H'M,.

e PreBoxR setting. Similarly, we use the predicted { B! }
to generate M,., and then obtains M; = H'M,..

o NoBoxR setting. Firstly, the light decoder predicts two
semantic segmentation mask m,. and m; to generate M, and
M, respectively. Then we further refine the maps by M, =
M, + H' =t M; and M; = M; + H'M,..

@)

Match Head with Box Filter Box Filter frr produces
an filter map F to mitigate the impact of false matches mea-
sured by H' = fas (fwan (f5 (2%, 27))) on stage @. After
stage @, Detector branch outputs the prediction boxes {Ef}
On stage @, we first generate foreground regions M, of tar-
get image by assigning { B!} regions as 1 + /3 and other
background regions as 1, and then we obtain the foreground
M, of reference image from WSAM with M,. of which fore-
ground is also re- ass1gned as 1 4 . Finally, filter map F is
generated by F (i, §) = M (i) - M,(5).

Match Head f); is based on the dual-softmax matching
layer (Tyszkiewicz, Fua, and Trulls 2020; Sun et al. 2021).
Formally, the matching probability P is obtained by:

P(i,j) = o (S (i, '))j o (S(59))ss
where, 8 (i, j) = <03() C50)

where S is the score matrix between the feature pairs
(Ct,C%). The dual-softmax matching applies softmax on
both dimensions of S to obtain the matching probability
‘P. Then, we use the filter map F generated by Box Fil-
ter to update P by P(i,j5) < P(i,j) - F(i,7). Next, we
obtain the match prediction by M = {(i,5) | ¥ (i,j) €
MNN (P), P (i,7) > 0}, where, MNN is a Mutual Near-
est Neighbor operator, and 6 is a threshold to select good
matches. Finally, the homography matrix is estimate by
RANSAC algorithm with H = RANSAC(M).

®)

Loss Function The MatchDet network is optimized by the
loss function: £ = ‘C'rnatcher + )\‘cdetecto’r’ where E'matcher
and Lgeiector are the losses of Matcher branch and Detec-
tor branch respectively, and A is the balance weight. The
Lgetector 18 the same as FCOS (Tian et al. 2019). Follow-
ing LoFTR (Sun et al. 2021), the £,,,4¢cher 1S formulated as:
—ﬁ > 5)emlog M (i,7), where M and

M are ground-truth and predicted matches.

£matche7‘ =

Discussion

Task-collaborative vs. Task-individual Comparing to
the current task-individual solutions, the advantages of our
task-collaborative framework MatchDet are: (a) With the
collaborative learning of image matching and object detec-
tion tasks, MatchDet is able to obtain mutual performance
improvements. (b) Lower complexity with a shared back-
bone. (c) More convenient in practical applications with one
single MatchDet model for two tasks.

WSAM vs. WAM  The WAM transforms the pair features
of target and reference images into new feature space that are
easy to measure similarity for matching, while the WSAM
utilizes a spatial map to enhance the foregrounds of target
image for detection. Details are presented in APPENDIX.

Weighted Attention vs. Masked Attention The pro-
posed Weighted Attention has three main differences from
Masked Attention (Cheng et al. 2022), including input
forms, weighting operation, and weights generation. These



Target image, Average Precision on Target image Homography est. AUC

1{zeference image} | Method AP AP, AP, | APs APy APL |@3px @5px @lopx | 2rams  FLOPs
FCOS (Tian et al. 2019) | 31.02 47.99 33.08 | 11.09 28.10 43.66 | - - - 32.29M 174604M
LoFTR (Sunetal. 2021) | - - - - - - | 4794 68.15 84.02 [27.67TM 171076M

{Warp-COCO, DBase 3094 47.65 32.66 |10.82 27.76 43.32| - - - 32.29M 174604M

COCO} MBase - - - - - - 38.94 58.67 78.39 |23.51M 143340M
MDBase 3095 47.57 32.67|11.23 27.50 43.48|36.42 56.78 77.32 |32.29M 206641M
MatchDet-G 43.62 61.66 47.32|19.71 41.90 56.74 | 63.18 77.86 89.02 | 38.54M 248246M
MatchDet-P 34.15 51.23 3598 |14.79 31.19 46.13 | 5831 73.54 83.24 |38.54M 248246M
MatchDet-N 32.28 49.28 34.01 | 12.81 29.40 44.38 | 54.11 69.06 79.82 |38.54M 257154M
FCOS (Tian et al. 2019) | 25.13 39.56 25.63 | 0.26 4.43 29.67 - - - 32.15M  60709M
LoFTR (Sunetal. 2021) | - - - - - - 10.75 31.48 50.02 |27.67TM 69729M

{miniScanNet-F0, | DBase 2499 3922 2550| 024 439 2952| - - - 32.15M  60709M

miniScanNet-F1} | MBase - - - - - - 587 1634 33.66 |23.51M 50590M
MDBase 23770 38.05 23.60| 0.25 346 28.15| 595 16.50 33.93 |32.15M 72016M
MatchDet-G 40.69 58.12 41.38 | 1.88 25.76 45.03 | 18.43 39.14 57.11 |38.39M 100725M
MatchDet-P 2829 43.12 2934 0.82 6.54 33.03 | 1439 35.18 53.24 |38.39M 100725M
MatchDet-N 27.33 42.09 27.58| 0.56 547 3229|1247 33.09 51.32 |38.39M 104289M

Table 1: MatchDet vs. other methods on different combinations of {Target image, Reference image} pairs on Full Warp-
COCO and miniScanNet datasets. The Average Precision on Target image, homography estimation AUC of the corner error in
percentage, epochs=12, params and FLOPs are reported. The DBase = [f5, fr, fp] and MBase = [f5, fs] are detector network
and matcher network split from MDBase, respectively. The MatchDet-G, MatchDet-P and MatchDet-N follow three different

settings of GTBoxR, PreBoxR and NoBoxR, respectively.

Homo. est. AUC
@3px @5px
45.88 65.15

DBase(FC)
MBase - - -
MDBase(FC)
MatchDet-G(FC)
MatchDet-P(FC)
MatchDet-N(FC)
Faster-RCNN ~ ~ 3590 56.28 39.05| -~ -~ -~
MatchDet-G(FR)
MatchDet-P(FR)
MatchDet-N(FR)
"AdaMixer ~~ ~ |4082 59.72 4373 -~ - T T -7
MatchDet-G(AM)
MatchDet-P(AM)
MatchDet-N(AM)

Ave. Precision

Method AP-y APqs

Table 2: The results of our MatchDet with different detec-
tors, on {COCO,Warp-COCO}. The FC, FR, and AM rep-
resent FCOS, Faster-RCNN, and AdaMixer, respectively.

differences make Masked Attention can not be directly inte-
grated by our MatchDet. Masked Attention performs cross-
attention between input features and learnable embedding,
while Weighted Attention processes a pair of features. Due
to this difference in input forms, Weighted Attention needs
to generate two corresponding weighted maps for feature
pairs. Besides, Mask2Former is applied in segmentation task
with the supervision of ground-truth masks, which is easy to
obtain good quality masks for Masked Attention. While our
MatchDet is proposed for detection task with ground-truth
bounding boxes only, thus we propose a Weights Genera-
tor using the weakly-supervised segmentation technique to

Method Modules | Ave. Precision Homo. est. AUC

A. S. B.| AP AP;5¢ | @3px @5px @10px
MDBase - - -130.95 4757 [36.42 56.78 77.32
‘MatchDet-G [ v~~~ [30.66 47.25 | 60.12 74.92 87.01
MatchDet-G | v vV 43.62 61.66 |61.15 7595 87.92
MatchDet-G | v v v |43.62 61.66 | 63.18 77.86 89.02
‘MatchDet-P [ v~ [30.69 47.27 |55.43 7049 81.54
MatchDet-P | v V 34.15 51.23 | 56.42 7148 82.35
MatchDet-P | v v v |34.15 51.23 |58.31 73.54 83.24
‘MatchDet-N [ v~ [30.60 47.21 |51.67 66.52 7820
MatchDet-N | v vV 32.28 49.28 | 52.43 67.49 79.02
MatchDet-N | v v v [32.28 49.28 |54.11 69.06 79.82

Table 3: The influence of WAM (A.), WSAM (S.) and Box
Filter (B.) on {Warp-COCO,COCO} pairs dataset.

generate coarse masks for Weighted Attention.

Experiments
Datasets

Warp-COCO The Full Warp-COCO dataset consists of
Warp-COCO and COCO (Lin et al. 2014), i.e. every image
in COCO has a corresponding transformed synthetic image
to make a pair, which has ground-truth poses and boxes.
miniScanNet We selected 20 categories from ScanNet (Dai
et al. 2017) dataset (230M image pairs) with high-quality
bounding boxes to make a new miniScanNet dataset (188K
image pairs), which is 1000 times smaller than ScanNet. The
miniScanNet consists of real-world image pairs, which is
more challenging than the synthetic Warp-COCO dataset.

Evaluation Metrics and Implementation Details

The Average Precision (AP) and the Area Under the Cumu-
lative curve (AUC) of the corner error, are used for object
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Figure 5: The visualizations for WAM, WSAM, Box Filter and MatchDet results under GTBoxR setting from miniScanNet. (a)
- (e), are the results processed by the corresponding modules before and after, respectively. (e) shows the predicted bounding
boxes and matching results of MatchDet, where these matches are obtained after Box Filter. (f) is Ground-Truth.

Average Precision | Homography est. AUC
fwanm fwsan =35 &p. AP, @3px @5px @10px
CA. CA. 31.01 47.72 32.91|45.84 66.13 82.89
WA. WA. 40.41 58.43 44.21|60.03 74.88 86.99
W.S.A. WS.A. [42.13 60.07 46.00|58.46 73.40 86.08
WS.A. WA. 40.02 58.00 43.86|57.88 72.89 85.66
WA. WSA. [43.62 61.66 47.32|61.15 7595 87.92

Table 4: The influence of Weighted Attention (W.A.) and
Weighted Spatial Attention (W.S.A.), under GTBoxR set-
ting on {Warp-COCO,COCO} pairs dataset. The fyan
and fysaps are inserted into Matcher and Detector respec-
tively, i.e. fywaar and fyysan directly affect the AUC and
the AP respectively. We give different combinations of Cross
Attention (C.A.), W.A. and W.S.A.

detection and image matching, respectively. The used back-
bone is ResNet-50 (He et al. 2016). The data augmentation
is not applied for all methods. The hyper-parameters are set
as a; = 1.0, g =1.0, 8 =1.0, A = 1.0.

Comparison with Related Methods

As shown in Tab.1 and Tab.2, we conduct experiments on
Full Warp-COCO and miniScanNet datasets with different
combinations of {Target image, Reference image} pairs,
including {Warp-COCO, COCO}, {COCO, Warp-COCO}
and {miniScanNet-FO, miniScanNet-F1}. The DBase and
MBase are the two task-individual baselines for object de-
tection and image matching, respectively. The MDBase
is the task-collaborative baseline for Match-and-Detection
task, which obtains similar AP and AUC compared to
DBase and MBase respectively. Under three different set-
tings of GTBoxR, PreBoxR and NoBoxR, our MatchDet
outperforms these baselines on both AP and AUC perfor-
mances, which demonstrates that the proposed approaches
can achieve the collaborative learning between matching and
detection tasks to obtain mutual performance improvements.
Under the GTBoxR setting, MatchDet obtains a larger per-
formance improvement. Even under the most challenging
NoBoxR setting, our MatchDet still achieves competitive
improvement.

Ablation Study

WAM, WSAM and Box Filter. The results in Tab.3
demonstrate that the proposed three modules achieve con-
sistent improvements under the settings of GTBoxR, Pre-
BoxR and NoBoxR. Specifically, the WSAM highlights the
foreground regions of target image to boost the AP of de-
tection task. The WAM and Box Filter obtains high-quality
matches to improve the AUC of image matching task.
Weighted Attention and Weighted Spatial Attention.
The results in Tab.4 show that: (a) The best setting is us-
ing Weighted Attention for Matcher and Weighted Spatial
Attention for Detector. These experimental results coincide
with the theoretical analysis in AAPPENDIX. (b) The pro-
posed Weighted Attention and Weighted Spatial Attention,
exploring the correlation between foreground regions of fea-
ture pairs, are able to obtain better performance than the tra-
ditional Cross Attention.

Visualization Analysis

Fig.5 shows the visualizations for WAM, WSAM, Box Fil-
ter and MatchDet results under GTBoxR setting. Fig.5(a)
shows that the WSAM is able to highlight the foreground
regions. Comparing Fig.5(c) to Fig.5(b), the WAM finds
the correspondences among surrounding regions to pro-
duce more discriminative feature representations. Compar-
ing Fig.5(e) to Fig.5(d), Box Filter reduces the background
interference to obtain high-quality matches.

Conclusion

In this paper, we propose a collaborative framework called
MatchDet for image matching and object detection to obtain
mutual improvements. To achieve the collaborative learning
of the two tasks, three novel modules are proposed, includ-
ing a Weighted Spatial Attention Module (WSAM) which
highlights the foreground regions of target image for Detec-
tor, and Weighted Attention Module (WAM) and Box Filter
which obtains high-quality matches for Matcher. The exper-
imental results on Warp-COCO and miniScanNet datasets
show that our approaches are effective and achieve compet-
itive improvements.
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APPENDIX
Related Work

Object Detection The current object detection algorithms
can be divided into anchor-based, anchor-free, and query-
based methods. The anchor-based two-stage (Ren et al.
2015a; He et al. 2017) and multi-stage (Cai and Vascon-
celos 2018) methods utilize anchors to produce proposals
for classification and box regression, and the anchor-based
one-stage methods (Redmon and Farhadi 2018; Lin et al.
2017b; Zhang et al. 2019, 2020b; Wang et al. 2019) can di-
rectly classify and regress anchor boxes without relying on
object proposal. The anchor-free methods (Law and Deng
2018; Duan et al. 2019; Zhou, Wang, and Krihenbiihl 2019;
Yang et al. 2019) implement object detection via detecting
key-point or semantic-point, and another anchor-free meth-
ods (Huang et al. 2015; Zhu, He, and Savvides 2019; Kong
et al. 2020; Tian et al. 2019) obtain the detection results by



densely classify each point on feature pyramids (Lin et al.
2017a), and then predict the distances between the point and
the four sides of box. Recently, query-based detector, DETR
(Carion et al. 2020), predicts a set of objects by attending
queries to the feature map with the transformer decoder and
achieves promising performance. Since the introduction of
DETR, there have been several modifications and improve-
ments (Zhu et al. 2020; Li et al. 2022; Gao et al. 2022; Zhang
et al. 2023) proposed to overcome its limitations, such as
slow training convergence and performance drops for small
objects. In this paper, we choose the classical anchor-free
FCOS (Tian et al. 2019) as the basic detector due to its good
performance and simplicity.

Image Matching Image matching finds pixel-wise cor-
respondences between pairs of images. Early works fo-
cused on designing interest point detectors and descriptors
(Moravec 1981; Harris, Stephens et al. 1988; Zhang et al.
1995; Schmid and Mohr 1997; Lowe 2004; Dalal and Triggs
2005; Bay, Tuytelaars, and Van Gool 2006; Rublee et al.
2011). Recently, learned interest point detectors and descrip-
tors have been increasingly popular (Yi et al. 2016; DeTone,
Malisiewicz, and Rabinovich 2018; Dusmanu et al. 2019;
Revaud et al. 2019; Luo et al. 2019; Tyszkiewicz, Fua, and
Trulls 2020; Wang et al. 2020), typically outperforming the
hand-crafted counterparts. More recently, the interest point
detector-free method, LoFTR (Sun et al. 2021), finds the cor-
respondences by matching on dense and representative fea-
ture maps, without detecting keypoints. LoFTR (Sun et al.
2021) and the follow-ups (Wang et al. 2022; Chen et al.
2022) match points distributed on dense grids rather than
sparse locations, which boosts the robustness to impres-
sive levels. MatchFormer (Wang et al. 2022) performs fea-
ture extraction and similarity learning through a transformer
synchronously, which can provide matching-aware features
in each stage of the hierarchical structure. To capture both
global context and local details, ASpanFormer (Chen et al.
2022) proposes a Transformer-based detector-free matcher,
equipped with a hierarchical attention framework. In this pa-
per, we choose the classical LoFTR (Sun et al. 2021) as the
basic image matching method due to its good performance
and simplicity.

Transformer Attention Transformer is an attention-based
architecture which is firstly introduced in natural language
processing (Vaswani et al. 2017; Devlin et al. 2020). Due to
its powerful ability in learning representation, Transformer
has been widely applied in vision tasks like image classifi-
cation (Dosovitskiy et al. 2021; Wang et al. 2021; Touvron
et al. 2021), segmentation(Zheng et al. 2021; Liang et al.
2020; Xie et al. 2021), object detection(Zhang et al. 2020a;
Carion et al. 2020; Zhu et al. 2020) and image matching(Sun
et al. 2021; Sarlin et al. 2020). The Cross Attention used
in LoFTR (Sun et al. 2021) learns global context based on
the full affinity matrix between feature pairs, but it may eas-
ily be distracted by background and causes the slow conver-
gence of model. To alleviate this problem, the Masked At-
tention was proposed in Mask2Former (Cheng et al. 2022),
which only made attention within the foreground regions
of the predicted mask for query embedding. Inspired by
Masked Attention, we propose two novel transformer-based

weighted attention and weighted spatial attention modules
to strengthen the target object, by exploring the correlation
between the foreground regions of feature pairs.

Discussion
WSAM vs. WAM

The WAM transforms the pair features of target and refer-
ence images into new feature space that are easy to measure
similarity for matching, while the WSAM utilizes a spatial
map to enhance the foregrounds of target image for detec-
tion. Let’s assume the features consist of foreground and
background information. Then we denote C% = CL[ f]+C%[b]
and C§ = CL[f] + C%[b], where [f] and [b] represent the
foreground and background information, respectively. We
assume the similarity scores are (C[f], C5[f]) = v € [0,1]
and (C%[b], C5[b]) = u € [0, 1], and there is v &~ u since the
pair images are similar. We next discuss the differences of
feature processing by WAM and WSAM:
o WAM processing:

C5lfl ~ C3lf] +v - C5[f] + (1 = v) - C5 0],
C[f1 = C3lf] +v - Ca[f] + (1 —v) - Cy[b]

(a) For image matching task, the goal is to calculate the simi-
larity between foreground regions C%[f] and C%[ f]. Accord-
ing to Eq.9, there is (C[f], CL[f]) = v+v-v+(1—v)-u ~
2v, thus the similarity between foreground regions are en-
hanced with two times for Matcher. (b) For object detection
task, it aims to classify C%[f], but the involved background
information C%[b] may disturb the classification. If v < 0.5,
the background disturbance of (1 — v) - C%[b] is even larger
than the foreground enhancement v - C%[f].
e WSAM processing:

C4'[f] ~ CLf] + CSLf] - (CEL11, CELfD) (10)

where w = (C§[f],C5[f]) mv+v-1+ (1 —v)- (1 —0)
~ 1 + v°. Thus the foreground C}[f] is strengthened with
around v? times.

€))

MatchDet vs. Keypoint-base Tracking

(1) We have discussed the differences between MatchDet
and Tracker in the Introduction section. our MatchDet
achieves a large improvement with 39.96% in image match-
ing task compared to Tracker. (2) The framework of
keypoint-base tracking (Nebehay and Pflugfelder 2014) is
{detect and describe keypoints — match keypoints — com-
pute keypoints” displacement}, which solves tracking prob-
lem by performing keypoints matching, without integrating
object detection method. Differently, we propose a collabo-
rative framework MatchDet for image matching and object
detection to obtain mutual improvements. In short, keypoint-
base tracking is {matching — tracking}, while MatchDet is
{matching = object detection}.

Experiments

Datasets

Warp-COCO The Warp-COCO dataset consists of syn-
thetic images generated from the large-scale detection



benchmark COCO (Lin et al. 2014) by implementing per-
spective transformation. Then the Full Warp-COCO dataset
consists of Warp-COCO and COCO, i.e. every image in
COCO has a corresponding transformed synthetic image to
make a pair, which has ground-truth poses and bounding
boxes. Similar to the common practice (Ren et al. 2015b;
Tian et al. 2019) in detection task, we use the Full Warp-
COCO trainval35k split (115K image pairs) for train-
ing, and minival split (5K image pair) for validation. All
images are resized to make the height 800 and the width less
or equal to 1333.

miniScanNet The ScanNet (Dai et al. 2017) dataset is an
image matching benchmark, which has 230M image pairs
with ground-truth poses and noisy bounding boxes. We se-
lected the samples of 20 categories with high-quality bound-
ing box labels to make a new miniScanNet dataset, which
is 1000 times smaller than ScanNet. Specifically, 188K im-
age pairs with overlap between [40%, 80%] are sampled for
training, and 1500 testing pairs are used for evaluation. Each
image pairs {miniScanNet-F0O, miniScanNet-F1} denote as
the previous and the next frame images, respectively. All im-
ages are resized to 640 x 480. The miniScanNet consists of
real-world image pairs, which is more challenging than the
synthetic Warp-COCO dataset.

Evaluation Metrics

For object detection, consisting with FCOS (Tian et al.
2019), the most commonly metric Average Precision (AP)
is used, derived from precision and recall. For image match-
ing, following LoFTR (Sun et al. 2021), we report the area
under the cumulative curve (AUC) of the corner error up to
threshold values of 3, 5, and 10 pixels, respectively. The cor-
ner error is computed between the images warped with the

estimated A and the ground-truth H as a correctness identi-
fier as in (Sun et al. 2021).

Implementation Details

The used backbone is ResNet-50 (He et al. 2016) with the
initialized weights pre-trained on ImageNet (Deng et al.
2009). The data augmentation is not applied for all meth-
ods, and the total batch size is 16 pair images trained on 8§
GPUs up-to 12 epoches. The model is optimized end-to-end
with stochastic gradient descent (SGD) with the initial learn-
ing rate of 0.01. The learning rate is reduced by a factor of
10 after 8th epoch. The weight decay and momentum are
0.0001 and 0.9, respectively. The default hyper-parameters
are set as Nywan =2, Nwsam =1, a1 =1.0, ap =1.0, 8
=1.0, A = 1.0. And other hyper-parameters are the same as
FCOS (Tian et al. 2019) and LoFTR (Sun et al. 2021).

Ablation Study

Stacked Numbers of WAM and WSAM. As illustrated in
Tab.5, stacking more WAM is effective for image matching,
while adding more WSAM is not much helpful for object
detection. The WAM transforms the pair features of target
and reference images into new feature space, hence stacking
more WAM is useful. However, the WSAM utilizes a spatial

Average Precision | Homography est. AUC
Nwam Nwsar =35 ap. APy @3px @5px @I0px
1 1 43.44 61.41 47.10(157.93 72.44 84.99
2 2 43.39 61.38 47.00|60.89 75.32 87.96
2 1 43.62 61.66 47.32|61.15 7595 87.92

Table 5: The influence of stacked module numbers of WAM
and WSAM (i.e. Ny aps and Ny 4, respectively), under
GTBoxR setting on {Warp-COCO,COCO} pairs dataset.

map to enhance the foregrounds of target image, and stack-
ing more WSAM only increases the scale of the spatial map,
which is useless in further highlighting the target.
Influence of some hyper-parameters. Influence of some
hyper-parameters is shown in Tab.6.

o oas B A Average Precision | Homography est. AUC
e AP APs; APr5 | @3px @5px @I0px
0.5 0.5 0.5 0.5{41.03 59.05 45.01|63.24 77.63 88.95
0.5 0.5 0.5 1.042.59 60.53 46.21|61.92 76.13 88.00
1.0 1.0 1.0 0.5|42.34 60.22 46.03|62.07 76.89 88.33
1.0 1.0 1.0 1.0|43.62 61.66 47.32|61.15 7595 87.92

Table 6: The influence of some hyper-parameters, under GT-
BoxR setting on {Warp-COCO,COCO} pairs dataset.

(a) MDBase Result
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Figure 6: The visualization comparisons between our
MatchDet and MDBase. Our MatchDet obtains better results
of image matching and object detection.

Visualization Analysis

Fig.6 presents the visualization comparisons between our
MatchDet and MDBase, which shows that our MatchDet ob-
tains better results of image matching and object detection.
Fig.7 shows the visualizations for WAM, WSAM, Box Filter
and MatchDet results.



(f) Ground-Truth
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Figure 7: The visualizations for WAM, WSAM, Box Filter and MatchDet results under GTBoxR setting. (a) - (e), are the results
processed by the corresponding modules before and after, respectively. (e) shows the predicted bounding boxes and matching
results of MatchDet, where these matches are obtained after Box Filter. (f) is Ground-Truth. The blue color lines indicate wrong
matches.



