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ABSTRACT
We present theMulti-Modal Discussion Transformer (mDT), a novel
multi-modal graph-based transformer model for detecting hate
speech in online social networks. In contrast to traditional text-
only methods, our approach to labelling a comment as hate speech
centers around the holistic analysis of text and images. This is done
by leveraging graph transformers to capture the contextual rela-
tionships in the entire discussion that surrounds a comment, with
interwoven fusion layers to combine text and image embeddings
instead of processing different modalities separately. We compare
the performance of our model to baselines that only process text;
we also conduct extensive ablation studies. We conclude with fu-
ture work for multimodal solutions to deliver social value in online
contexts, arguing that capturing a holistic view of a conversation
greatly advances the effort to detect anti-social behaviour.
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1 INTRODUCTION
Social media has democratized public discourse, enabling billions
of users worldwide to freely express their opinions and thoughts on
a global scale. As of 2023, the social media giant Meta has reached
3 billion daily active users across its platforms [19]. While this level
of connectivity and access to information is undeniably beneficial,
it has also resulted in the alarming rise of hate speech, which refers
to any form of communication that intends to belittle, intimidate,
or discriminate against individuals or groups based on their race,
ethnicity, religion, gender identity, sexual orientation, or other per-
sonal characteristics [3]. This pervasive spread of hateful rhetoric
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has caused significant mental and emotional harm to its targets [27]
and has triggered social divisions and polarization [30]. As such,
there is an urgent need for automated solutions that can effectively
identify and combat hate speech in online communities.

Initially, automated hate speech detection models were limited
to text-only approaches such as HateXplain [18], which classify the
text of individual comments. Such methods have two significant
weaknesses. First, social media comments have evolved to include
images, which can influence the context of the accompanying text.
For instance, a text comment may be innocuous when taken alone,
but the inclusion of an image may transform it into a hateful remark.
Second, hate speech is contextual. Social media comments are often
conversational and are influenced by other comments within the
discussion thread. For example, a seemingly innocuous comment
such as "That’s gross!" can become hateful in the context of a
discussion about immigration or minority issues.

There is ongoing research to address these weaknesses. For ex-
ample, multi-modal transformers such as VilT [13] can combine
images and text for a richer representation of comments, but they
do not account for the contextual nature of hate speech. On the
other hand, Hebert et al. [8] do not discuss how to integrate the
interpretation of images within hateful social media discussions,
but they do address the concern of modeling context. This is done
by adapting graph neural networks to model the relationships be-
tween comments, first creating text embeddings of comments and
then aggregating those embeddings as nodes in a graph. However,
the sequential nature of this architecture prevents text embeddings
from being created in relation to other comments in a graph. That is,
the initial semantic content encoded by a comment embedding may
differ when considered together with different sets of comments
versus in isolation.

To overcome the limitations of the existing graph and comment-
only methods, we propose the Multi-Modal Discussion Transformer
(mDT), a method to holistically encode comments in relation to the
multi-model discussion context for hate speech detection. We make
the following contributions.

(1) As the core of mDT, we propose a novel fusion mechanism
that interweaves multi-modal fusion layers with graph trans-
former layers, allowing for multi-modal comment represen-
tations that are actively created in relation to the discussion
context.
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(2) We propose a novel graph structure encoding specific to the
conversational structure of social media discussions.

(3) We introduce a new dataset of over 8000 annotated discus-
sions, totaling 18000 labeled comments, with complete dis-
cussion trees and images to evaluate the effectiveness of
mDT. For this, we focus on the social platform Reddit, where
discussions take place in branching tree structures where
any user can reply to the comments of other users, forming
separate sub-discussions.

We compare mDT against comment-only and graph methods
[8] and conduct an ablation study on the various components of
our architecture. We then conclude by discussing the potential
for our model to deliver social value in online contexts by effec-
tively identifying and combating anti-social behavior in online
communities. We also propose future work towards more advanced
multi-modal solutions that can better capture the nuanced na-
ture of online communication and behavior, and that can adapt
to the ever-changing landscape of social media. These efforts can
be crucial in creating a safer, more inclusive, and positive online
environment for all users. Our codebase, datasets, and pre-trained
model weights will be found at https://github.com/liamhebert/
MultiModalDiscussionTransformer.

2 RELATEDWORK
Bidirectional Encoder Representations from Transformers (BERT)
is a transformer-based language representation model. It is pre-
trained on large amounts of text and has been successful in a wide
array of natural language processing tasks, including hate speech
detection [4, 20]. Caselli et al. [1] introduced HateBERT, a BERT
model re-trained on the Reddit Abusive Language dataset to detect
hate speech. This dataset contains posts from communities that
were banned for promoting hateful, abusive, and offensive content.
A recent approach for text-only hate speech detection by Vidgen et
al. utilized data augmentation to improve performance [29].

Hebert et al. [8] use contextual information (other comments in
the discussion) to improve hate speech detection. They use BERT
(fine-tuned on the HateXplain dataset [18]) to generate embeddings
for each comment in a discussion. These are then aggregated and
transformed by a modified Graphormer [31] architecture that pre-
dicts whether the conversation from that point onwards will lead to
hate speech. The authors demonstrated noticeable improvement in
predicting hate speech, compared to comment-only HateExplain [7].
As we mentioned earlier, this is, however, a text-only solution.

Given the increasing prevalence of images in online discussions,
hate speech detection has become a multi-modal problem. Below
we summarize some of these key models. mDT builds on this work,
and additionally takes discussion context into account.

Kiela et al. [12] introduced the hateful memes challenge, where
each sample contains an image/meme with a short text/caption,
and the task was to predict if the image was hateful or not. Visu-
alBERT [15] integrates pre-trained object proposals systems and
BERT. The image features extracted using Faster-RCNN are passed
as input tokens to the model along with the text. Thus, the image
and text inputs are jointly processed by the transformer layers.
ViLBERT [16] has separate transformers for image and text, but
they interact through co-attentional transformer layers. Kiela et

al. [12] benchmarked several methods on their dataset, and found
that early fusion methods such as ViLBERT and VisualBERT signif-
icantly outperformed late fusion and other unimodal approaches.

Nagrani et al. [21] proposed the Multimodal Bottleneck Trans-
former (MBT), which uses fusion bottlenecks for multimodal fusion.
Instead of pairwise self-attention at each layer, this model forces
each modality to condense the information to only a few bottleneck
tokens before sharing it with the other modality. This approach
reduces computational costs while improving fusion performance.

Sahu et al. [24] used adaptive fusion techniques to combine visual
and textual cues for multi-modal hate speech detection. Dosovitskiy
et al. [5] proposed the Vision Transformer (ViT), which reshapes
2D images into a sequence of patches followed by simple linear
projection before feeding them to the transformer. Kim et al. [13]
proposed Vision-and-Language Transformer (ViLT). Unlike prior
vision and language transformer-basedmodels, ViLT is convolution-
free and uses a similar approach to ViT (i.e., linear projection of
flattened patches). ViLT was found to be significantly faster and
performed better at several multi-modal tasks.

3 METHODS
3.1 Multi-Modal Discussion Transformer (mDT)
The mDT architecture consists of three components: Initial Pre-
Fusion, Modality Fusion, and Graph Transformer (Figure 1). The
description below expands upon the operations that assist with
hate detection and outlines the inherently holistic nature of our
solution.

3.1.1 Initial Pre-Fusion. Given a discussion 𝐷 with comments 𝑐 ∈
𝐷 , each represented with text 𝑡𝑐 and optional image 𝑖𝑐 , we start by
leveraging pre-trained BERT and ViT models to encode text and
images, respectively. Both models consist of 𝑁 layers with the same
hidden dimension of 𝑑 . In our experiments, we utilized BERT-base
and ViT-base, which both have 𝑁 = 16 layers and 𝑑 = 768 hidden
dimensions. Given these models, the Initial Pre-Fusion step consists
of the first𝐾 layers of both models with gradients disabled, denoted
as

𝑡𝑘𝑐 = 𝐵𝑒𝑟𝑡𝑖𝑛𝑖𝑡 (𝑡𝑐 ), 𝑖𝑘𝑐 = 𝑉𝑖𝑇𝑖𝑛𝑖𝑡 (𝑖𝑐 )
where 𝐾 < 𝑁 . This step encodes a foundational understanding of
the images and text that make up each comment.

3.1.2 Modality Fusion. After creating initial embeddings 𝑡𝑐 , 𝑖𝑐 for
all comments 𝑐 ∈ 𝐷 in the discussion, we move to the Modality
Fusion step. We adopt the bottleneck mechanism proposed by [21]
and add 𝑏 shared modality bottleneck tokens 𝐵 ∈ 𝑅𝑏×𝑑 to 𝑡𝑐 and
𝑖𝑐 . The input sequence then becomes [𝑡𝑘𝑐 | | 𝐵], [𝑖𝑘𝑐 | | 𝐵]. We then
define a modality fusion layer 𝑙 as

[𝑡𝑙+1𝑐 | |𝐵𝑙+1𝑡,𝑐 ] = 𝐵𝑒𝑟𝑡𝑙 ( [𝑡𝑙𝑐 | |𝐵𝑙𝑐 ])

[𝑖𝑙+1𝑐 | |𝐵𝑙+1𝑖,𝑐 ] = 𝑉𝑖𝑇𝑙 ( [𝑖𝑙𝑐 | |𝐵𝑙𝑐 ])

𝐵𝑙+1𝑐 = 𝐴𝑣𝑔(𝐵𝑙+1𝑡,𝑐 , 𝐵𝑙+1𝑖,𝑐 )
where both modalities can only share information through the 𝐵
bottleneck tokens. This design forces both modalities to compress
information to a limited set of tokens, improving performance
and efficiency. If there are no images attached to a comment then
𝐵𝑙+1 = 𝐵𝑙+1𝑡 .

https://github.com/liamhebert/MultiModalDiscussionTransformer
https://github.com/liamhebert/MultiModalDiscussionTransformer
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Figure 1: Multi-Modal Discussion Transformer

3.1.3 Graph Transformer. Then, after 𝑍 , where 𝑍 < (𝑁 − 𝐾),
modality fusion layers, we deploy Graph Transformer layers to
aggregate contextual information from the other comments in the
graph. For this, we modify the Graphormer Graph Transformer
mechanism proposed by [31]. Using 𝑏0𝑐 ∈ 𝐵𝑐 to represent each
comment 𝑐 ∈ 𝐷 , we aggregate each embedding using a transformer
model to incorporate discussion context from other comments. Our
novel utilization of bottleneck tokens to represent graph nodes
allows modality models to maintain a modality-specific pooler
token ([CLS]) as well as a graph context representation (𝑏0).

Since transformer layers are position-independent [26], we in-
clude two learned structure encodings. The first is Centrality En-
coding, denoted 𝑧, which encodes the degree of nodes in the graph
[31]. Since social media discussion graphs are bidirectional, the
degree of comments is equivalent to the number of replies a com-
ment receives plus one for the parent node. We implement this
mechanism as

ℎ
(0)
𝑐 = 𝑏0𝑐 + 𝑧𝑑𝑒𝑔 (𝑐 )

where ℎ (0)𝑐 is the initial embedding of 𝑏0𝑐 in the graph and 𝑧𝑑𝑒𝑔 (𝑐 )
is a learned embedding corresponding to the degree 𝑑𝑒𝑔(𝑐) of the
comment.

The second structure encoding is Spatial Encoding, denoted
𝑠 (𝑐,𝑣) , which encodes the structural relationship between two nodes
𝑐, 𝑣 in the graph. This encoding is added as an attention bias term
during the self-attention mechanism. That is, we compute the self

Dist: 2b d

cDist: 2

a

Figure 2: Example Discussion Structure

attention 𝐴(𝑐,𝑣) between nodes 𝑐, 𝑣 as

𝐴(𝑐,𝑣) =
(ℎ𝑐 ×𝑊𝑄 ) (ℎ𝑣 ×𝑊𝐾 )√

𝑑
+ 𝑠 (𝑐,𝑣)

where𝑊𝑄 and𝑊𝐾 are learned weight matrices and 𝑑 is the hidden
dimension of ℎ.

In previous graph transformer networks, 𝑠 (𝑐,𝑣) is encoded as
a learned embedding representing the shortest distance between
𝑐, 𝑣 in the graph [31]. However, this metric does not lend itself
well to the hierarchical structure of discussions, where equivalent
distances can represent different interactions. This is best seen in
the example discussion illustrated in Figure 2. When utilizing the
shortest distance to encode structure, the distance between nodes
𝑎 and 𝑐 is the same as the distance between nodes 𝑏 and 𝑑 in this
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graph. However, 𝑏 and 𝑑 represent direct replies to the same parent
post whereas 𝑎 is two comments underneath 𝑐 .

To account for this, we propose a novel hierarchical spatial en-
coding based on Cantor’s pairing function [10]. Cantor’s pairing
function uniquely maps sets of two numbers into a single num-
ber N × N → N. We utilize this function to encode structure as
follows: Given comments 𝑎 and 𝑏, we first calculate the number
of hops upward 𝑢 (𝑎,𝑏 ) and hops downward 𝑑 (𝑎,𝑏 ) to reach 𝑏 from
𝑎. In the example above, the distance between 𝑎 and 𝑑 would be
𝑢 (𝑎,𝑏 ) = 2, 𝑑 (𝑎,𝑏 ) = 1. We then compress both numbers into a single
index using the proposed position-independent variant of Cantor’s
pairing:

𝑠 (𝑐,𝑣) = 𝑠 (𝑣,𝑐 )
= 𝐶𝑎𝑛𝑡𝑜𝑟𝑠 (𝑢 (𝑐,𝑣) , 𝑑 (𝑐,𝑣) )

=
(𝑢 (𝑐,𝑣) + 𝑑 (𝑐,𝑣) ) (𝑢 (𝑐,𝑣) + 𝑑 (𝑐,𝑣) + 1)

2
+𝑚𝑖𝑛(𝑢 (𝑐,𝑣) , 𝑑 (𝑐,𝑣) )

which uniquelymapsN×N→ N such that 𝑠𝑐,𝑣 = 𝑠𝑣,𝑐 . We utilize this
function to index learned spatial embeddings in the self-attention
mechanism.

After 𝐺 graph transformer layers, the final representation of ℎ𝐺𝑐
replaces 𝑏0𝑐 for the next set of 𝑍 modality fusion layers. We denote
the combination of 𝑍 Modality Fusion and𝐺 Graph Transformer
layers as a Graph Multi-Modal Fusion module. Finally, after (𝑁 −
𝐾)/𝑍 Graph Multi-Modal Fusion modules, we predict logits using
the final embedding of 𝑏0𝑐 and the [CLS] embedding of 𝑡𝑐 . This
novel interweaving of graph transformer layers and fusion layers
through modality bottleneck tokens ensures that fusion models
create representations that are grounded in the discussion context.

3.2 HatefulDiscussions Dataset
To train our model, we require a diverse dataset of complete dis-
cussion graphs with multi-modal comments and a wide range of
hateful content. To ensure that our dataset met these requirements,
we merged several existing datasets that featured labeled hate-
ful comments (described below). For each labeled comment, we
retrieved the corresponding complete discussion tree using the
Pushshift Reddit API and downloaded all associated images. To re-
fine our dataset, we filtered out conversations without any images
and constrained comments to have a maximum degree of three and
conversations to have a maximum depth of five. By trimming the
size of the discussion tree, we are able to reduce computational
complexity and focus the discussion on the most relevant parts of
the conversation [22].

The first dataset we utilized was the Slurs corpus [14], which
contained annotated comments with both derogatory and non-
derogatory slurs. We retrieved comments from the non-derogatory
slur (NDG), derogatory slur (DEG), and homonym (HOM) cate-
gories. We chose this dataset because we believed that understand-
ing the meaning of slurs would be enhanced by considering their
discussion context. The second dataset we employed was the Con-
textual Abuse Dataset [28], which included comments with fine-
grained hate speech labels that were annotated with respect to
prior comments in the discussion. We retrieve comments from the

Table 1: Label Distribution of theHateful Discussions Dataset

Label Count
Derogatory Slur (DEG) 4258
Not Derogatory Slur (NDG) 2385
Homonym (HOM) 361
LTI Normal 4083
LTI Hate 1295
Neutral 4876
Identity Directed Abuse 700
Affiliation Directed Abuse 273
Normal 11705
Hateful 6526

Table 2: mDT Model Hyperparameters

Hyper Parameter Value
Pre-Fusion Layers (K) 4
Modality Fusion Layers (Z) 4 (12 total)
Graph Transformer Layers (G) 2 (6 total)
Bottleneck Size (B) 4
Max Spatial Attention 5
Learning Rate 3𝑒−5 → 3𝑒−7
Learning Rate Scheduler Linear
Hidden Dimension (d) 768
Graph Attention Heads 12
Modality Attention Heads 12
Batch Size 48

Neutral, AffiliationDirectedAbuse, and IdentityDirectedAbuse cate-
gories. Finally, we also used the Learning to Intervene (LTI) Dataset
[23], which was created by labelling multiple comments from the
same conversation as either hateful or not. By incorporating ex-
panded data from many datasets, we are able to train our system
on a much wider breadth of hateful discussions that contain multi-
modal elements. We believe that providing this dataset publicly can
enable future research into robust graph-based methods for hate
speech detection.

In order to train our models, we map each of the retrieved labels
to either Hate or Normal and treat the problem as a binary classi-
fication. The final distribution of each label can be seen in Table
1.

4 RESULTS
4.1 Experimental Setup
In our experiments, we conduct a 7-fold stratified cross-validation
(equivalent to a 14% test split) and report the average performance
for each model. By utilizing 7-fold, we allow for a larger diversity of
labels across each fold, as opposed to 10-fold validation. We report
overall accuracy and class-weighted Precision, Recall and F1 to
account for label imbalance. Unless otherwise noted, the model
hyperparameter configuration we use for mDT can be seen in Table
2.
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Table 3: Performance of mDT against Text-Only Methods

Method Accuracy Precision Recall F1
Bert-HateXplain [18] 0.742 0.763 0.742 0.747
Detoxify [6] 0.687 0.679 0.696 0.677
RoBertA Dynabench [29] 0.811 0.822 0.811 0.814
Bert-HatefulDiscussions 0.858 0.858 0.858 0.858
Graphormer [8] 0.735 0.594 0.759 0.667
mDT 0.880 0.880 0.880 0.877

Table 4: Effect of Bottleneck Size on mDT Performance

Bottleneck Size Accuracy Precision Recall F1
4 0.880 0.880 0.880 0.877
8 0.863 0.864 0.863 0.863
16 0.864 0.850 0.853 0.852
32 0.874 0.872 0.874 0.872

4.2 Text-only Methods vs. Discussion
Transformers

To assess the performance of mDT, we compared it against several
state-of-the-art hate speech detection methods. For comment-only
approaches, we evaluated Bert-HateXplain [18], Detoxify [6], and
RoBertA Dynabench [29]. We also compared mDT against a Bert
model trained on the training set of HatefulDiscussions (Section
3.2), which we refer to as Bert-HatefulDiscussions. To compare
against previous graph-based approaches, we evaluated text-only
Graphormer [8].

Our results (Table 3) show that mDT outperforms all previ-
ous text-only methods across all evaluated metrics. Specifically,
mDT achieves 14.5% higher accuracy and 21% higher F1 score than
Graphormer. This indicates that our novel approach to including
graph context is a significant improvement over the previous ap-
proach that incorporates this modality. Although the performance
gap between Bert-HatefulDiscussions and mDT is narrower, we
still achieve superior performance against all text-only methods.
Particularly, we observed F1 score improvements of 20%, 13%, and
6.3% over Detoxify, Bert-HateXplain, and RoBertA Dynabench, re-
spectively.

4.3 Effect of Bottleneck Size
Next, we investigated the impact of increasing the number of bot-
tleneck interaction tokens (𝐵) in mDT, which are added during the
modality fusion step. By adding more bottleneck tokens, we reduce
the amount of compression required by the BERT and ViT models
to exchange information. Table 4 presents the results, where we
find that using four bottleneck tokens leads to the best performance.
We also observe a slight drop in performance when we increase the
number of bottleneck tokens beyond four tokens, indicating the
importance of compression when exchanging modality encodings
between models. We assume that this reduction is due to the im-
portance of compressed information to represent comments in the
graph transformer network.

Table 5: Effect of Constraining Graph Attention

Attention Window Accuracy Precision Recall F1
2 0.866 0.866 0.866 0.866
5 0.880 0.880 0.880 0.877
∞ 0.870 0.861 0.850 0.855

Table 6: Effect of Fusion Layers

Total Fusion Layers Accuracy Precision Recall F1
6 0.868 0.856 0.854 0.855
8 0.872 0.871 0.844 0.855
10 0.866 0.867 0.866 0.862
12 0.880 0.880 0.880 0.877

Table 7: Effect of Incorporating Images

Usage of Images Accuracy Precision Recall F1
With Images 0.880 0.880 0.880 0.877
Without Images 0.832 0.835 0.822 0.828

4.4 Effect of Constrained Graph Attention
A recent study by Hebert et al. explored the limitations of graph
transformers for hate speech prediction, finding that discussion
context can sometimes mislead graph models into making incorrect
predictions [7]. In light of this, we explore the impact of constrain-
ing the attention mechanism of our graph transformer network
to only attend to nodes within a maximum number of hops away
from a source node. We report the results in Table 5 and find that
constraining the attention window to 5 hops achieves better perfor-
mance. However, we also observed that performance gains from the
5-hop constraint were lost when we further constrained the atten-
tion to only 2 hops. Our findings suggest that a balance is required
when constraining graph attention for optimal performance.

4.5 Effect of Fusion Layers
Next, we investigate the effect of increasing the number of Multi-
Modal Fusion Layers (𝑍 ) in our mDT model. To ensure full utiliza-
tion of the 16 available layers, any unused layers were allocated
to the Initial Pre-Fusion step (𝐾 ). Our results, presented in Table 6,
indicate that utilizing 12 fusion layers leads to the best performance.
Interestingly, we found that the performance gains did not follow
a linear trend with the number of fusion layers. Specifically, we
observed that 8 fusion layers outperformed 10 layers, but were still
inferior to 12 layers. We believe that further research in this area
should explore the potential benefits of scaling beyond 12 fusion
layers using larger modality models.

4.6 Effect of Images
We also investigated the impact of including images in mDT. Our
findings (Table 7) support the hypothesis that images provide crucial
contextual information for detecting hateful content. Specifically,
we observed that incorporating images into mDT led to a 4.8% im-
provement in accuracy and a 4.9% improvement in the F1 score.
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Figure 3: Fine-grained distribution of BERT and mDT mis-
classifications.

It is worth noting that even without images, mDT outperformed
Graphormer (Table 3), indicating that our approach provides sub-
stantial gains over previous graph-based methods for hate speech
detection beyond just including images. The results of this experi-
ment underscore the importance of considering multiple modalities
for hate speech detection and suggest that future research should
explore further improvements by leveraging additional types of
contextual information.

4.7 Qualitative Analysis: BERT vs. mDT
We next perform a qualitative comparison of the text-only BERT
model and the proposed mDT architecture. We find that the text-
only BERT model misclassifies 385/2717 test instances. Upon pass-
ing those test instances through mDT, we found that it corrected
BERT’s labels in 161/385 instances. We further note that BERT and
mDT predictions disagree on 264 test instances, out of which mDT
is correct on 161 (61%). Figure 3 shows a fine-grained distribution
of misclassified test examples by class. Using mDT results in an
overall decrease in misclassifications (385 → 327), with a major
reduction in false positives (fewer misclassifications for the ‘Not
Hateful’ class). However, BERT and mDT struggle to detect the
presence of hate speech in derogatory (DEG) and identity-directed
(IdentityDirectedAbuse) comments.

Table 8 shows some hateful test instances misclassified by the
two models. We note that the main text under consideration (an in-
dividual comment) may not exhibit hate speech on its own; however,
considering it with the context (rest of the discussion thread+image)
helps mDT correctly classify the test instances as hate speech. Con-
sider the first example in Table 8. The word “tranny" is a common
acronym for “transmission" on social media, but considering the
context, it is clearly an abusive discussion directed toward the trans-
gender community. We also found some intriguing test examples
where adding context proved misleading for the model, while BERT
confidently classified the main text as hateful. For instance, in the
last two examples in Table 8, both primary text and comments in
the context are non-abusive. The only clear indicator of hate speech
is an abusive image attached to the discussions. This suggests that
while adding context results in a net decrease in misclassifications,
majorly neutral context might also fool the model, given that we
average the text embedding logit and the node embedding (𝑏0𝑐 ) to
obtain the final classification.

5 FUTUREWORK
While we find mDT to be an effective method for analyzing dis-
cussions on social media, we have identified some limitations and
areas for improvement. First, mDT is prone to be misled when
the discussion context contains comments that are predominately
neutral, as discussed in Section 4.7. To address this, future work
could explore filtering and weighing some comments in the discus-
sion to reduce noise. For example, a first-stage text ranker could be
deployed to compute semantic relevance between comments and
filter unrelated messages accordingly.

Secondly, there are still many contextual signals in social media
discussions beyond text, images, and discussion structure that re-
main untapped. User modeling techniques could be employed to
create a richer understanding of a user’s background, especially in
regards to understanding the usage of re-appropriated slurs and
homonyms. Additionally, incorporating named entity recognition
techniques to identify and expand named entities mentioned in the
discussion could enable themodel to leverage real-world knowledge
and provide a richer context for hate speech detection [9].

Finally, the versatility of mDT’s core mechanisms makes it a
promising tool for a wide range of applications beyond hate speech
detection. The rich and contextual multi-modal representations
of discussions it generates can provide valuable contextual infor-
mation for tasks such as information retrieval and recommenda-
tion systems. For example, mDT could be used to surface relevant
discussions or related content to users based on their interests,
preferences, or search queries. Furthermore, the approach could
be extended to other domains such as online product reviews [11],
political discourse analysis [17], and popularity analysis [2, 25],
where understanding the discussion context is critical for accurate
interpretation.

6 CONCLUSION
In this paper, we presented a holistic approach to detecting hate
speech in social media using our mDT model. Our model leverages
graph transformers together with text and image transformers to
reason about entire threads of discussion. Core to our approach
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Table 8: Text instances misclassified by BERT and mDT. Note: The ground truth for all the examples shown here is “Hateful".
We have also redacted chunks of text from the context in the interest of space. The redacted content is shown by [. . . ]. Finally,
we have not included the images from the discussion due to their profane nature.

Primary Text Context (only seen by mDT) BERT pred. mDT pred.
I’m a tranny chaser (throwaway account)
and I’m quite familiar with "the tuck," but
my mind didn’t even go there. I thought it
was an oddly dislodged tampon, or some-
thing.

[. . . ] f-slur that guy [. . . ] I’m not a bro, and
I c-slur take all the puns here!. . . c-slur, hes
had a hard life, give him a break [. . . ]

Not Hateful Hateful

Now imagine if virtuous keyboard sjws had
their way? Their mascot should be Ralph
Wiggum.

[. . . ] Preferred pronouns: go/f-slur/yourself
[. . . ] If the Chinese in my corner of NZ only
sold to Chinese they’d starve by Thursday.
[. . . ] They just wanna b-slur about some-
thing because their own life sucks.

Not Hateful Hateful

"That n-slur was on PCP Johnson" Lmao [. . . ] Its’ a common pattern when dealing
with these shootings. * Kill black dude [. . . ]
* Wingnut welfare kicks in as racist f-slur
create gofundme of over half a million f-slur
dollars for cops family [. . . ]

Not Hateful Hateful

whoa brah.. leave my tranny out of this [. . . ] that’s f-slur retarded [. . . ] Just spit my
drink [. . . ]

Not Hateful Hateful

Is like the lovechild of the kkk and a vietnong
that got possessed by a ghost.

[. . . ] Rule 34? [. . . ] anonymized_username
werry like the fashurn, do you know it? [. . . ]
looks like an assassin’s creed character

Hateful Not Hateful

uwu owo uwu [. . . ] That is not even close to what femi-
nism is. What you are talking about is radical
Feminism [. . . ] Got banned from my sexual
minority subreddit (r/bisexual) for not be-
lieving that all bisexuals should actually be
pansexuals [. . . ]

Hateful Not Hateful

is the introduction of hierarchical spatial encodings and coupling
of text, image and graph transformers through a novel bottleneck
mechanism to produce an integrated solution specific to social
discussions. We also present a new dataset of complete multi-modal
discussions containing a wide spectrum of hateful content, enabling
future work into robust graph-based solutions for hate speech
detection.

One significant contribution is demonstrating how multi-modal
analysis can improve the detection of anti-social behavior online.
Experimental results, compared with several key competitors, pro-
vide important quantitative metrics; an initial effort to present
examples to show how the lack of holistic multi-modal analysis will
compromise success introduces a valued qualitative perspective
as well. These steps with analysis, measured against our proposed
dataset of multi-modal discussions, provide practitioners with ad-
ditional insights into where the challenges lie in order to deliver
social good in our current online environment, by embracing a
multi-modal viewpoint. Our results overall demonstrate a signif-
icant advancement in the application of graph networks for hate
speech detection.

Another important outcome of our work is highlighting the value
of graph transformers when dealing with online content that has
a notable emotional nature, and where it is clearly insufficient to

simply examine comments in isolation. While graph transformers
are gaining important momentum within the artificial intelligence
community, revealing their power by efficiently incorporating a
multi-modal context may offer new inspirations for both applied
and theoretical investigations. This in turn may help to provide
much-valued attention to our community of researchers, who are
devoted to research on multi-modal approaches to AI.

In addition to the theme of engaging users of multimedia with
social signals within emotional contexts, and benefiting society
through the experience of multi-modal solutions, a third topic of in-
terest is of examining new insights into how to achieve multi-modal
fusion and embedding to better understand multimedia content.
The unique architecture sketched in this paper for our particu-
lar application may be of use to researchers who are examining
companion issues, such as information retrieval and recommender
systems on social platforms. Overall, we believe that our approach
presents a promising path forward for addressing the issue of hate
speech on social media and encourages the exploration of holistic
graph-based multi-modal models to interpret online discussions.
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