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Abstract

The unprecedented performance of large lan-
guage models (LLMs) requires comprehensive
and accurate evaluation. We argue that for
LLMs evaluation, benchmarks need to be com-
prehensive and systematic. To this end, we
propose the ZhuJiu benchmark, which has the
following strengths: (1) Multi-dimensional
ability coverage: We comprehensively eval-
uate LLMs across 7 ability dimensions cov-
ering 51 tasks. Especially, we also propose
a new benchmark that focuses on knowledge
ability of LLMs. (2) Multi-faceted evalua-
tion methods collaboration: We use 3 differ-
ent yet complementary evaluation methods to
comprehensively evaluate LLMs, which can
ensure the authority and accuracy of the eval-
uation results. (3) Comprehensive Chinese
benchmark: ZhuJiu is the pioneering bench-
mark that fully assesses LLMs in Chinese,
while also providing equally robust evalua-
tion abilities in English. (4) Avoiding po-
tential data leakage: To avoid data leakage,
we construct evaluation data specifically for
37 tasks. We evaluate 10 current mainstream
LLMs and conduct an in-depth discussion and
analysis of their results. The ZhuJiu benchmark
and open-participation leaderboard are publicly
released at http://www.zhujiu-benchmark.
com/ and we also provide a demo video at
https://youtu.be/qypkJ89L1Ic.

1 Introduction

With the continuous development of large language
models (LLMs), the emergence of GPT4 (Ope-
nAI, 2023) is enough to trigger a new wave of
technology. Various types of LLMs have recently
been rapidly developing, such as Llama2 (Tou-
vron et al., 2023) and ChatGLM2 (Du et al., 2022),
demonstrating impressive generalization abilities
and broad applicability. Therefore, it is crucial to
conduct comprehensive and objective evaluations

1*Co-first authors, they contributed equally to this work.

of LLMs to fully understand their strengths and
limitations.

Specifically, on the one hand, for applicators,
they need to understand the overall performance
of LLMs or the advantages of LLMs in a specific
aspect. Constructing comprehensive and authorita-
tive benchmarks can help applicators significantly
improve the efficiency of using LLMs. On the other
hand, for developers, the improvement direction of
LLMs requires accurate evaluation results as guid-
ance. An objective and fair benchmark can help
them carry out relevant research work on LLMs
more targetedly.

To this end, scholars conduct extensive research
on evaluations for LLMs and construct some su-
perior benchmarks. Normally, the evaluation for
LLMs includes two aspects: ability evaluation and
evaluation method. Although traditional bench-
marks such as GLUE (Wang et al., 2018), Super-
GLUE (Wang et al., 2019) and CUGE (Yao et al.,
2021) still have a role to play in evaluating LLMs,
their limitations are becoming increasingly appar-
ent due to the growing diversity of evaluation di-
mensions and methods for LLMs. For the ability
evaluation of LLMs, recent work proposes excel-
lent benchmarks for LLMs in one or several aspects,
such as knowledge, reasoning, language, safety and
hallucination (Liang et al., 2022; Jifan Yu, 2023;
Sun et al., 2023a; Amayuelas et al., 2023; Li et al.,
2023). However, a comprehensive evaluation of
LLMs remains insufficient. For the evaluation
method of LLMs, there are currently 3 main cate-
gories: (1) Metrics Evaluation: Evaluating LLMs
using existing datasets and corresponding metrics
(Liang et al., 2022); (2) ChatGPT Evaluation: Us-
ing GPT-like LLMs to generate evaluation data and
compare the response results of different LLMs
(Wang et al., 2023c); (3) Model Arena: construct-
ing one-on-one model arenas where humans com-
pare the evaluation results of models based on their
own judgment (Zheng et al., 2023).
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Figure 1: The evaluation process of LLM using ZhuJiu.

Despite these successful efforts for LLMs’ eval-
uations, existing studies still suffer from several
limitations: (1) Current benchmarks tend to focus
on evaluating LLMs on a single dimension of their
abilities, which can not provide a comprehensive
evaluation of LLMs. (2) Most benchmarks only
use a single evaluation method, which may not pro-
vide an accurate evaluation of all the abilities of
LLMs. For example, while HELM(Liang et al.,
2022) uses metrics to evaluate LLMs, it may not
measure all abilities such as long-text generation or
machine translation, etc. (3) The cross-lingual abili-
ties of LLMs, especially for Chinese, have garnered
growing attention. However, the lack of a compre-
hensive Chinese benchmark for LLMs remains a
critical issue. (4) Many current benchmarks only
use public datasets for evaluation, risking potential
data leakage. The results of evaluations based on
this data lack credibility.

In this paper, we propose the ZhuJiu Benchmark
to solve above mentioned problems, which can
fill the gap in the development of a comprehen-
sive benchmark for evaluating LLMs in Chinese.
The advantages of the ZhuJiu are as follows: (1)
Multi-dimensional ability coverage: we evalu-
ate LLMs from 7 ability dimensions, including
knowledge, Chinese-specific, language, reasoning,
refusal, safety and robustness abilities, covering 51
datasets to provide a comprehensive performance
assessment. In addition, we also proposed a new
paradigm for evaluating the knowledge ability. (2)
Multi-faceted evaluation methods coordination:
we use Metrics Evaluation, Scoring Evaluation,
and Comparative Evaluation for comprehensively
evaluating LLMs to ensure authoritative and accu-
rate evaluation results. (3) Comprehensive Chi-
nese benchmark: ZhuJiu is the pioneering Chi-

nese benchmark that can comprehensively evaluate
LLMs, while allowing equivalent assessment in En-
glish. (4) Avoiding potential data leakage: in ad-
dition to collecting 14 commonly used datasets, we
construct 37 datasets for the evaluation of LLMs,
ensuring maximum avoidance of data leakage and
evaluation fairness. The overall evaluation process
is shown in Figure 1.

We also release an online evaluation platform
that supports multiple functions including visualiza-
tions of evaluation results, participating in model
arena and submission of evaluation model, etc.
Moreover, we evaluate 10 publicly available LLMs,
including ChatGLM (Du et al., 2022), BELLE
(Yunjie Ji and Li, 2023), ChatGPT (OpenAI, 2022),
and so on. Based on the experimental results, we
observe some interesting phenomena and summa-
rize them in 4.2.

In summary, the contributions of this paper are
as follows:

• We propose ZhuJiu, the first Chinese bench-
mark that covers multi-dimensions of ability
and employs multi-faceted evaluation meth-
ods in collaboration. Meanwhile in the ZhuJiu
we construct a novel benchmark for evaluating
knowledge ability and 37 evaluation datasets
to prevent data leakage issues.

• We release an online evaluation platform that
enables users to evaluate LLMs. We will con-
tinue to improve the platform, and update the
evaluation leaderboard.

• Using the ZhuJiu benchmark, we evaluate 10
current LLMs, to comprehensively and deeply
explore their abilities, providing valuable in-
sights to inform future LLM development.



Figure 2: Overall view of the ZhuJiu benchmark. In ZhuJiu’s framework, the integration of multi-angle datasets
and multi-faceted evaluation methods provides strong support for multi-dimensional ability assessment. Based
on this, we have further developed an online assessment platform to support ZhuJiu’s online assessment and result
updates.

2 ZhuJiu Benchmark

As stated above, the ZhuJiu benchmark uses 3 eval-
uation methods to assess the abilities across seven
dimensions of LLMs. This section provides a de-
tailed introduction to the ZhuJiu benchmark cov-
ering the evaluation methods, datasets, and ability
dimensions. We also detail the specific scoring
rules in Appendix A. The evaluation framework is
shown in Figure 2.

2.1 Evaluation Methods
Unlike previous works that only use a single eval-
uation method (Liang et al., 2022; Wang et al.,
2023b,c; Zheng et al., 2023), in order to ensure
the reliability of the evaluation results, we employ
a collaborative evaluation approach that utilizes 3
types of evaluation methods: Metrics Evaluation,
Scoring Evaluation, and Comparative Evaluation.

2.1.1 Metrics Evaluation
Metrics Evaluation is an indispensable component
in LLM assessment, providing objective results
(Chang et al., 2023). In this paper, we adopt
the HELM evaluation framework. Building on
HELM (Liang et al., 2022), we extend it with ad-
ditional Chinese benchmarks for language, reason-
ing, knowledge, and Chinese abilities, with 14 ex-
panded datasets total.

2.1.2 Scoring Evaluation
The abilities demonstrated by ChatGPT (OpenAI,
2022) and GPT-4 (OpenAI, 2023) have brought us

great surprises. Therefore, we conduct evaluations
on the responses of LLMs using prompt engineer-
ing based on ChatGPT. Specifically, we evaluate
different abilities and devise different perspectives
to assist ChatGPT in scoring the responses. We use
few-shot (Snell et al., 2017; Ravi and Larochelle,
2016; Wang et al., 2020) method and answer label,
combined with numerous experiments, to ensure
the accuracy and stability of ChatGPT’s evaluation
results.

2.1.3 Comparative Evaluation
Comparative evaluation is the most intuitive eval-
uation method. In this paper, we drew inspi-
ration from the work of Chatbot Arena (Zheng
et al., 2023) and used the one-on-one model arena
method to compare and evaluate the performance
of LLMs based on human judgments. Furthermore,
we provide a one-on-one model comparison func-
tion in the platform, which allows users to compare
the quality of responses from different LLMs to the
same question.

2.2 Datasets

For a benchmark, the most crucial part is undoubt-
edly its data source and data quality. In ZhuJiu,
our evaluation data comes from two parts. On the
one hand, we use 14 currently popular LLMs eval-
uation datasets. On the other hand, considering
the serious issue of data leakage when solely using
public datasets for LLMs evaluation, which could
compromise the fairness of evaluation results, we



constructed 37 evaluation datasets based on Chat-
GPT (OpenAI, 2022).

2.2.1 Collect Datasets
To ensure the generality of ZhuJiu, we evaluate
LLMs using 14 publicly available datasets, which
are essential due to their high quality and ability
to accurately evaluate the performance of LLMs in
certain aspects.

2.2.2 Construct Datasets
To address the issue of data leakage in LLMs eval-
uation, we are inspired by PandaLM (Wang et al.,
2023c) and we construct corresponding evaluation
datasets for 37 specific tasks. Specifically, for each
task, we first carefully select some evaluation data
as seeds manually. Then, we use these seeds to
generate prompts based on ChatGPT through self-
instruction (Wang et al., 2022). After that, we man-
ually review and confirm the prompts we used (for
each specific task, we generate 100 prompts in Chi-
nese).

To better understand the processes of data con-
struction and evaluation in a more intuitive way, we
take Scoring Evaluation as an example to demon-
strate the process, as shown in Figure 3.

2.3 Ability System

With the help of the aforementioned evaluation
methods and datasets, we can assess the abilities
of LLMs in 7 aspects. We will provide a detailed
introduction to the specific evaluation methods and
details in this section.

2.3.1 Knowledge Ability
To comprehensively evaluate the knowledge abil-
ities of LLMs, we conduct the evaluation from
four perspectives: world knowledge, commonsense
knowledge, linguistic knowledge, and concept. For
each evaluation perspective, we select the appro-
priate properties of accuracy, robustness, complete-
ness, and timeliness to construct evaluation datasets
for evaluating LLMs. Detailed descriptions of these
four properties are provided in Appendix B, using
a detailed framework shown in Figure 4. Com-
pared to KoLA (Jifan Yu, 2023), our evaluation
perspective for knowledge is broader.

For world knowledge, on the one hand, we uti-
lize the GAOKAO-bench (Zhang et al., 2023) (Non-
mathematical section) and combine it with Met-
rics Evaluation to conduct the evaluation. On the
other hand, we construct corresponding evaluation

datasets for each evaluation property, including ac-
curacy, robustness, completeness, and timeliness,
and evaluate LLMs using Scoring Evaluation.

For commonsense knowledge, we select com-
monsense triplets as the basic data and construct
evaluation datasets based on the evaluation prop-
erties of accuracy and robustness. We then use
Scoring Evaluation to evaluate LLMs.

For linguistic knowledge, we use Chinese
FrameNet (CFN) (Hao et al., 2007; Baker et al.,
1998) as the original corpus. In order to sim-
plify the evaluation form of linguistic knowledge,
we mainly construct datasets in the following two
ways: one is to infer the “frame name” of the lin-
guistic frame according to the “frame def” in the
linguistic frame, the other is to infer the “frame
name” of the linguistic frame based on the “lexical-
unit name” in the linguistic frame. Then we can
evaluate the accuracy and robustness of LLMs lin-
guistic knowledge by using the Scoring Evaluation.

For concept, we manually select common entity
words as the original data and evaluate the accuracy
and robustness of LLMs concepts with Scoring
Evaluation.

2.3.2 Chinese-Specific Ability
Following SuperCLUE (Liang Xu and others from
SuperCLUE team, 2023), and conventional Chi-
nese evaluations, the Chinese-specific ability eval-
uation aims to use corpora with Chinese unique
characteristics as the original data to form evalu-
ation data. These corpora include ChID (Zheng
et al., 2019), CCPM (Li et al., 2021), CINLID
and YACLC (Wang et al., 2021b), and we evaluate
LLMs using Metrics Evaluation.

2.3.3 Language Ability
We conduct a comprehensive evaluation of LLMs’
language ability from both aspects of language un-
derstanding and language generation. For eval-
uating LLMs’ language understanding ability,
we choose to evaluate them on the tasks of reading
comprehension and coreference resolution. We find
that using existing datasets could achieve good eval-
uation results, and the datasets we use included C3
(Sun et al., 2020), GCRC (Tan et al., 2021), CMRC
(Cui et al., 2018), DRCR (Shao et al., 2018) and
CLUEWSC-2020 (Xu et al., 2020), correspond-
ingly we use Metrics Evaluation. For evaluating
LLMs’ language generation ability, we summa-
rize 6 typical language generation tasks, including
common response (Daily question answering), dia-



logue (Dialog generation based on the scene), for-
mal writing (Generation of formal texts for letters
and other formal occasions), poetry (Generate po-
ems on request), writing story (Generate stories on
request) and writing style (Generate text according
to the requirements of the writing style) (Chang
et al., 2023), and evaluating by Scoring Evaluation.

2.3.4 Reasoning Ability
As the evaluation of LLMs’ reasoning ability is
less affected by data leakage (Chang et al., 2023),
we find that only using publicly available datasets
could yield relatively fair results. We select the
currently popular mathematical reasoning and text
semantic reasoning tasks, and the datasets included
GAOKAO-bench (Zhang et al., 2023) (mathemat-
ics section), Math23k (Wang et al., 2017), OCNLI
(Hu et al., 2020), Chinese-SNLI (chi, 2019) and
Chinese-MNLI (Xu et al., 2020). The evaluation
method for reasoning ability is based on Metrics
Evaluation.

2.3.5 Refusal Ability
Regarding the refusal ability, we can understand it
like this: To know what you know and to know what
you do not know, that is true knowledge. For con-
structing datasets of refusal ability, we drew inspira-
tion from the categories of Known-Unknown Ques-
tions proposed in Amayuelas et al., 2023, includ-
ing Future Unknown, Unsolved Problem/Mystery,
Controversial/Debatable Question, Question with
False Assumption, Counterfactual Question and
Underspecified Question. Then, we employ Scor-
ing Evaluation to assess LLMs for each category.

2.3.6 Safety
For the evaluation of safety ability, we following
Sun et al., 2023a’s classification of safety ability
and further summarize and categorize them. We
derive a total of 9 evaluation tasks from 6 perspec-
tives, including Insult, Human Health (Physical
harm and Mental health), Social Topic (Unfairness
discrimination and Ethics morality), Serious Risk
(Criminal Activity and Unsafe Instruction Topic),
Goal Hijacking and Role play instruction. Sub-
sequently, we employ the Scoring Evaluation to
assess LLMs.

2.3.7 Robustness
Traditional robustness evaluation primarily focuses
on assessing the impact of adding perturbations
of varying granularity to the text on the perfor-
mance of the model (Zhu et al., 2023; Wang et al.,

2021a, 2023a). Regarding the robustness evalu-
ation of LLMs, on one hand, we still consider
token-level perturbations and sentence-level per-
turbations from the traditional robustness evalua-
tion perspective, and propose three evaluation tasks
including Error Message, Redundant Information
and Redundant Dialogue. On the other hand, we
expand three aspects of Format Output, Dialect and
Unique Solution tasks (Evaluate the certainty of the
model’s answer to the unique solution through mul-
tiple rounds of questioning) specifically tailor to
the characteristics of LLMs. Ultimately, we con-
duct evaluations on these six aspects based on the
Scoring Evaluation.

3 Platform

We develop an online platform to provide a range
of services for the community as follows:

Visualizations of evaluation results We pub-
lish the rankings of all model evaluations on the
platform, including specific scores for each ability
and evaluation method, and the rankings will be up-
dated continuously as the evaluations progress. The
visualization result webpage is shown in Figure 5.

Participating in Model Arena We launch an
one-on-one model arena feature on our platform,
where everyone can support the LLMs they believe
perform better based on their own judgment. Please
refer to Figure 6 to see the web view of the model
arena.

Submission of Evaluation Model We also en-
courage everyone to actively participate in our eval-
uations and join the leaderboard. On our platform,
we allow users to submit applications for evalua-
tions.

4 Experiment

4.1 Evaluated Models

To facilitate the utilization and advancement of
LLMs, the primary emphasis of ZhuJiu’s inau-
gural evaluation phase is directed towards open-
source LLMs with a parameter magnitude of ap-
proximately 10 billion, including: ChatGLM-6B
(Du et al., 2022), ChatGLM2-6B (Du et al., 2022),
BELLE-7B (Yunjie Ji and Li, 2023), Baichuan-
7B (202, 2023), ChatFlow (Li et al., 2022; Zhao
et al., 2022), Phoenix-Inst-Chat-7B (Chen et al.,
2023b,a), ChatYuan-large-v2 (Xuanwei Zhang and
Zhao, 2022), Moss-Moon-003-SFT (Sun et al.,
2023b) and RWKV (Bo, 2021). Concurrently, we



LLMs

Score Abilities
Knowledge Chinese-Specific Language Reasoning Refusal Safety Robustness All

ChatGLM2-6B 91.1 59.5 85.6 80.6 82.0 55.4 63.8 74.0
ChatGLM-6B 67.3 73.9 74.8 37.0 80.4 82.3 50.0 66.5

BELLE-7B 54.53 40.54 54.2 44.5 58.1 39.8 55.9 49.6
Moss-Moon-003-SFT 50.4 27.0 56.3 15.9 48.2 64.8 46.2 44.1

ChatYuan-large-v2 58.8 20.7 37.3 42.7 37.5 78.1 29.8 43.6
ChatFlow 43.3 54.1 33.3 47.1 39.2 40.3 36.1 41.9

Phoenix-Inst-chat-7B 19.53 0 62.3 0 67.3 65.9 61.0 39.4
RWKV 23.4 15.0 35.8 69.3 16.4 20.5 45.9 32.3

Baichuan-7B 34.6 41.4 19.7 43.6 0 0 32.4 24.5
GPT-3.5-turbo 82.4 100.0 84.3 100.0 100.0 100.0 85.5 93.2

Table 1: The overall performance based on ten-point system of the LLMs participating in the ZhuJiu evaluation in
the first season. The score of GPT-3.5-turbo is only for reference and not included in the evaluation.

employ ChatGPT (OpenAI, 2022) as a compara-
tive benchmark and conduct an assessment of the
GPT-3.5-turbo API service.

4.2 Overall Performance

We report the overall performance in Table 1, and
show more detailed assessment results in our plat-
form. From the results, we can obtain some intrigu-
ing findings:

(1) Model-size Determines Performance: Based
on the results in table 1, it becomes evident that
models with a parameter size of around 10 bil-
lion still exhibit significant limitations in over-
all performance compared to GPT-3.5-turbo
(OpenAI, 2022). In ZhuJiu, the performance of
most LLMs is relatively mediocre, with Chat-
GLM2 and ChatGLM (Du et al., 2022) show-
ing relatively better performance. It becomes
apparent that the size of the model’s parameters
continues to play a vital role in determining its
performance.

(2) Lower Limit Sets Upper Limit: The anal-
ysis reveals that Phoenix (Chen et al., 2023b)
demonstrates notable proficiency in refusal and
safety abilities, etc. However, its overall rank-
ing is comparatively lower, primarily attributed
to its limitations in reasoning and Chinese-
specific abilities. These deficiencies are also
observed in other LLMs occupying lower posi-
tions in the rankings. However, the lower limits
of various abilities in LLMs often determine the
upper limits of LLMs’ application prospects.

(3) Knowledge is Power: In ZhuJiu, our primary
focus lies in the knowledge ability of LLMs, as

the pivotal task at hand is to ensure LLMs ac-
quire accurate knowledge and effectively har-
ness their acquired knowledge. However, in
this season, the majority of LLMs exhibit sub-
par performance in terms of knowledge capac-
ity, making the ZhuJiu benchmark exception-
ally challenging. The results reveal that Chat-
GLM2 (Du et al., 2022) exhibits strong perfor-
mance in knowledge ability, surpassing even
ChatGPT. This can be attributed to ChatGLM2
leveraging a larger and higher-quality Chinese
training corpus.

5 Conclusion and Future Work

In this work, we present ZhuJiu, the pioneering
multi-dimensional ability coverage, multi-faceted
evaluation methods collaboration Chinese bench-
mark. ZhuJiu is capable of using 3 evaluation meth-
ods to comprehensively evaluate LLMs across 7
ability dimensions, using 51 datasets. Additionally,
we independently construct 37 evaluation datasets
to maximize the avoidance of data leakage issues
in LLM evaluation. We also focus on expanding
the evaluation of knowledge ability, providing a
new framework for assessing LLMs’ knowledge
ability. Finally, we provide a comprehensive and
continuously updated evaluation platform with mul-
tiple functions and in the first season of ZhuJiu, we
evaluate 10 open-source LLMs.

In the future, we plan to (1) continuously con-
struct high-quality evaluation datasets to enrich
ZhuJiu, (2) further perfect the assessment of knowl-
edge ability and develop new evaluation methods
for Chinese characteristic ability, (3) further per-
fect the platform’s functionality and update the
platform’s information.
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A Scoring Rules

We will comprehensively evaluate the model from
seven ability dimensions and 3 assessment methods
to ensure the thoroughness and authority of the
evaluation results.Specifically, the comprehensive
evaluation process can be broken down into three
steps.

Step 1 For each ability dimension score A,
we will take the average of LLM’s scores d =
[d1, . . . , dn] on each dataset as LLM’s score for
that ability dimension:

A =
1

n

n∑
i=1

di (1)

Step 2 For each evaluation method socre E,
LLM’s score is the average of its scores A =
[A1, . . . , Am] for each ability dimension:

E =
1

m

n∑
j=1

Aj (2)

Step 3 LLM’s scores E = [E1, E2, E3] for each
evaluation method are standardized and then aver-
aged to obtain LLM’s final score on ZhuJiu:

Enorm =
Ek − Emin

Emax − Emin
(3)

B Evaluation Perspective for Knowledge
Ability

In the evaluation process of knowledge ability, we
mainly evaluate from the properties of accuracy,
robustness, completeness and timeliness. For each
property, we will randomly generate one hundred
sets of evaluation data for evaluation. Here we
Need to explain the specific indicators of each eval-
uation.

• Accuracy:Evaluate whether the content of
the model’s reply is correct through Exact
Match(EM) and ChatGPT(OpenAI, 2022),
and calculate the accuracy rate in the 100 ques-
tions answered correctly by the model.

Figure 3: The specific processes of data construction
and Scoring Evaluation

• Robustness:We use the same set of data to
use ChatGPT to randomly generate five differ-
ent ways of asking questions, and then score
according to whether the model is stable in
replying to different questions generate by the
same set of data. The principle of scoring is
that the more stable the content of the reply,
the higher the score.

• Completeness:Integrity: Only for the evalu-
ation of world knowledge, scoring is based
on the proportion of standard answers cover
in the model’s reply content. For example,
according to the calculation of a question
with a full score of 10, for the data “(中国
四大发明—包括—火药,指南针,造纸术,印
刷术)” “(The Four Great Inventions of an-
cient China—include—gunpowder, compass,
P papermaking, printing)”generate the eval-
uation question “中国的四大发明包括哪
些?” “What are the Four Great Inventions
of ancient China?”, if the model answers
“火药,指南针,造纸术,印刷术” “gunpow-
der, compass, papermaking, printing”, it will
get a full score of 10, and answer “火药,指
南针,造纸术,瓷器” “gunpowder, compass,
papermaking, china”has a correct rate of 75
percent and a score of 7.5.

• Timeliness:It is only aim at the evaluation of
world knowledge, and specifically evaluates
the update degree of LLMs knowledge, simi-
lar to accuracy, and evaluates whether the an-
swer of the model is correct or not according
to EM and ChatGPT.
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Figure 4: The overall framework of Knowledge benchmark

Figure 5: Visualizations of evaluation results



Figure 6: Visualization of Model Arena. And we shown example in English in table 7

Figure 7: English translation of Model Arena example


